ATTACHMENT A - SAMPLE SUBMITTAL MATERIALS
Including the following: |

AMP380 report

Site ID forms

Monitor ID form

Sample MSA monitoring network design map
Sample 2km radius map

Sample 1/4 mile radius map

Land use information -
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Sketch a map to document the environment within a 1/4 mile radius of the site.
Include the following information on the drawing where applicable.

PAMS Location on Drawing Residences
Roadways with Names (paved and unpaved) Trailer Parks
Parking Areas (paved and unpaved) Recreation Parks
. Stationary Sources . Recreation Fields
Buildings (number of stories) Railroad Yards
Undeveloped Land (ground cover) Bodies of Water

Tree Lines or Clusters North Direction
Small Area Sources (dry cleaners, gas stations, etc.) ~

&raphic apyy Printin 2)

»dry clean;, g
& ﬂ-r-kni;-e Stat Iam-

VC,".CI e repﬂl')' )

Figurc A 2. Sample 1/4 Mile Radius Map
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LAND USE INFORMATION

As noted in Section 2 of this document, land use information is qhite useful in
detcrmmmg the appropnate locations for ambient monitoring stations.

Land use information availability varies across the country. Differing State and local_
landusemgﬂanonsgenemesxmﬂardlﬂ‘mcesmlandusedam. Federal data sources also vary

in the availability of detailed data on electronic media. , L
Land use is defined differently by the many public and private data vendors, as well as
data customers. Land use can simply describe the degree of urbanization of an area and the

nature of this man-made development, or it can describe the purpose served by the development

(e.g., Tesidential, commercial, institutional, open space) as well as the transportation systems
serving these areas. , _

The primary land use data sources in the federal government are the United States
Geological Survey (USGS) and the Bureau of the Census. The USGS produces topographic
maps on paper, electronic tape/disk, and optical disk. These maps are rélatively inexpensive and

dense with information, but land use information must be distilled from the maps’ structure

types, development densities, and transportation networks rather than simply being read as
pre-marked zones. Topographic maps are available in a variety of scales and media for many
areas of the country. Aerial photographs are available at 1:24,000 scale. These photographs
offer literal images of the surface features photographed from aircraft. Trained readers can
classify types of development and vegetation from these monochrome prints. Pilot projects have
yielded orthophotoquad maps on optical disk for a few areas. The Bureau of the Census
provides demographic and socioeconomic data capable of supporting land use analysis.

State, regional, and local governments maintain varying amounts of land use data. Data
maintained often vary with the planning requirements mandated by State or local legislation.
An advantage of sub-state level data is the presence of projected land use maps. Comprehensive
development plans often include current land use and projected land use, the latter typically
being in the form of zoning maps which reflect policies steering development.

With the devcloprﬁent of satellite technology and image processing computer systems,
remote sensing has become a viable source of land cover, topographic, and interpretive data such

CH-93-58 - A-14




as land use. Remote sensing is the process of deriving information through systems not in direct
contact with the objects or phenomena of interest: image processing describes the manipulation
of this raw data yielded by remote sensing systems. The combination of these technologles can
yield a vanety of spatial data.

"~ There are two. main. providers. of primary remote-sensing data. The Earth Observation

 Satellite Observation Company (EOSAT) is the operator of the Landsat remote sensing satellite

system and the distributors of the primary data (and some interpreted data) from this system.
The information from this system is read with a pixel size of 30m x 30m. The French company
Systéme Probatoire de la Observation de la Terre (SPOT) has a satellite in orbit and a
distribution office in the United States. SPOT data are available with a 20m x 20m pixel size
for color data and a 10m x 10m black and white pixel size. SPOT is also the only supplier of
global Digital Terrain Modeling information. Both companies offer data for a variety of sizes
of databases and a variety of media (digital/tape, paper, or film/transparency). The cost for
digital system corrected map sheet information is $0.49 per square km for EOSAT data and
$0.68 per square km for SPOT data. _

The National Oceanic and Atmospheric Administration (NOAA) has used the Nimbus
series of satellites to gather Advanced Very High Resolution Radiometer (AVHRR) data since
1978. AVHRR data are only sensed at 1.1 kilometer resolution, but offer the advantage of |
semidiurnal readings. The private vendor handling public access to AVHRR data notes that this
information is not archived and contains encoded meteorological data; no land cover/land use
information is available through AVHRR.

Remote sensing data can directly provide information on land use and land cover. Digital
processing can enhance the satellite data to interpret this physical evidence to describe physical
and cultural processes.
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ATTACHMENT B - SAMPLE WIND ROSES
(Prepared by OAQPS/MRB)
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Figure B-1. Sample Wind Roses
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ATTACHMENT C - GUIDANCE FOR SUBMITTAL OF EMISSIONS INFORMATION

Introduction

Point Source Emissions
Area Source Emissions
Mobile Source Emissions

@
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ATTACHMENT C
- PAMS MONITOR SITING - USE OF EMISSIONS RELATED DATA AND
i SURROGATES

1.0 INTRODUCTION

Presentation of a summary of the available SIP base year (1990) VOC and NO, emissions

by the predominant major source categories will provide an initial indication of the relative
magnitudes of the source categories for which geographic diktribu_tibn may be relevant to the
selection of PAMS Site #2. Appropriate data for this highly aggregated level of summary should
exist in the documentation of current SIP inventory submittals for the nonattainment area of
concern and 'should be available directly from State personnel responsible for inventory
preparation. | '

perspective on the relative distribution of the area’s emissions across source types. " This

information will make it possible to develop priorities as to the sources for which geographical

distributions are impo_nant in the process of locating PAMS Site #2. At a minimum, VOC and
NO, emissions totals should be presented for the following categories: (1) point sources, broken
down into combustion and non-combustion sources; (2) area sources, broken down into
population-related and industrial source types; and (3) mobile sources, with separate totals for
highway and non-road sources (ses Table C-1).

For most purposes related to PAMS station siting, the ideal form of geographic emissions
information is a set of emiséions density displays at 2 small grid scale, such as that which can
be produced by emissions preprocessors for urban scale photochemical models. Where these
types of presentaﬁons of emissions data are not available or where the resolution provided is not

adequate for specific monitor siting considerations, alternatives are discussed below.

CH;93-58 - t C"2
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TABLE C-1. EXAMPLE AREA-WIDE EMISSIONS SUMMARY

(tons/day) _
vOoC NO,
tons/day percentage  tons/day percentage

POINT SOURCE

Combustion 1 <01 - 78 224

Non-combustion 9 1.5 A < 0.1
AREA SOURCE L

Population-related 115 - 191 16 - 4.6

Industry-related 160 26.6 14 4.0
MOBILE SOURCE -

Highway vehicles 195 32.4 231 66.4

Non-road 22 3.7 8 2.3
BIOGENICS 100 16.6
TOTALS 602 100* 348 100*

* Due to rounding percentages do not total 100,

2.0 POINT SOURCE EMISSIONS

Site #2 monitoring sites should be selected in areas that will allow accurate assessment

of representative amounts of point source emissions (i.e., emissions from facilities that generate

~ 10 tons per year (tpy) VOC emissions or greater, or from facilities that generate 100 tpy or

greater NO, emissions. Smaller sources should be included if such data are available. A map
identifying point emissions sources and monitoring sites is the best way to concisely present the
required data. Maps should be generated at two levels of resolution: (1) a macro level, showing
the entire SIP and monitoring area; and (2) a micro level, representing a neighborhood-level
view of the monitoring sites and nearby point sources. VOC emissions are generated from many

point source mechanisms (e.g., combustion, evaporation, waste disposal) and therefore are

CH-93-58 | ' . C-3
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generated at many emissions points. In comparison, NO, is primarily a combustion byproduct,
generated at a smaller number of emissions points. This fundamental difference in emission
generation, coupled with the tendency of NO, emission sources to mask VOC emissions, results
in the need for separate maps identifying VOC and NO, point emission sources.

—— .

2.1 MACRO-LEVEL MAPPING

Two macro-level maps should be submitted supporting Site #2 monitoring sites. One
map will summanze the momtormg locations and VOC emissions levels, the other will relate
monitoring sites to NO emission pomts . '

2.1.1 VOC Map

Point source emissions should be presented on a map that indicates VOC emissions on
a zip code level (see Figure C-1). In areas where the geographic areas represented by zip codes
are too small to be clearly represented on a macro-level map, the sources could be identified by
latitude/longitude. VOC emissions in each zip code may be identified by cross-hatching, color,
or gray scale, and should be resolved into quartiles or higher resolution. VOC emissions for
each facility in the SIP area should be available from EPA’s Aerometric Information Retrieval
System (AIRS) Facility Subsystem (AFS). Zip codes are typically included for AFS facilities®;

in absence of zip codes, an approximation may be made using the lantudellong1tude or Umversal'

Transverse Mercator (UTM) data typical in AFS. Wind roses should be presented on the same

page, in the same orientation, as the emissions map. Including wind roses will make evaluating

potential site locations easier and more consistent. Software and climatological data for -

generating wind roses are available in the Support Center for Regulatory Air Models (SCRAM)
on EPA’s Technology Transfer Network bulletin board service (TTN).

'AFS includes zip codes for both street and mailing addresses. Care should be taken to use streer addresses. -

This avoids inaccuracies caused when a facility submits the mailing address of a remotely located home office
or when a rura] facility maintains an in-city post ofﬁce box

CH-93-58 | . . C-4 R
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2.1.2 NO,Map o -

As stated earlier in this section, NO, is a combustion byproduct and therefore is produced
in a number of sources. Because the NO, resulting from a source may react with, and therefore
mask;~ambient VOC levels, NO, emissions points should be located and identified individually -
rather than aggregated to a zip code level so that the VOC measurements are not unduly
influenced by a single source. NO, emissions may be identified fmm AFS; facility location is
typically reported using laumde/longmlde or UTM data. The relanve emissions from each
source may be reported on the map by indicating the location of each facility with an indicator
(circle, dot or spike) sized in proportion to its NO, exmssmns As in the case of the VOC maps,
wind roses should be presmted along with the maps.

2.2 MICRO-LEVEL MAPS

Micro-level maps show on a neighborhood level, the location of the monitoring sites.
Mlcro-level maps generally show a 4-5 km radius around the monitoring station (see Figure C-
2). One micro-level map should be submitted for each monitoring location to be implemented
within the next ozone monitoring season.

All point sources in the neighborhood of the monitoring site should be indicated on this
map. As suggested for the NO, macro map, the relative emissions from each source may be
reported on the map by indicating the location of each facility with an indicator (circle, dot or
spike) sized in proporﬁon to its NO, emissions. Color or shape may be used to indicate

_ pollutant (VOC ér NO,). AFS may be consulted to determine emissions, pollutant and location

(using plant address, latitude/longitude, or UTM code).
Wind roses should be printed on the same sheet as the map, oriented consistently with
the map to facilitate evaluation.
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3.0 AREA SOURCE EMISSIONS

Many types of emission sources are too small or too prevalent to be inventoried as point
sources. Area source classifications allow estimation of emissions from such sources by using
emission factors based upon. substituting data descriptive"of activity throughout a neighborhood.
or county for facility-specific data. While indicators of the distribution of area sources include
varied data such as population, housing, land cover, land ﬁse, and sales of relevant commodities
or products, surrogates for the area sources responsible for VOC emissions are most closely
paralleled with population distribution. Therefore, maps representing the population distribution
of a nonattainment region will indicate neighborhoods with the highest area source emission
potential. . o mn s s we el e -

A work of caution is given, however, because the use of population as a surrbgatc
activity level indicator is true for activities such as dry cleaning, architectural surface coating,
small degreasing dperaﬁons, and solvent evaporation from household and commercial products.
However, per capita factors should not be used for sources whose emissions do not correlate _
well with population. In some instances, it might be better to use employment rather than
population as a surrogate activity level indicator. Such factors are usually appropriate to
estimate emissions for source categories which have an SIC code and for which employment data
at the local level are available. Because large fractions of VOC emissions are covered by point
source procedures, the emissions-per-employee factor is a secondary procedure to cover
emissions from sources that are below the point source cutoff level

There are several public sources of population and demographxc data. The U.S.
Department of Commerce, Bureau of the Census provides population data on paper, magnetic
tape/disk, and optical disk. The data may be resolved to a variety of levels down to the size of
the typical city block. Data at the census tract level, a region containing approximately 2,500
to 8,000 people, is sufficient for most area source estimates. Local and regional planning
departments also maintain population data. Though the source of this data may also be the
federal census, it méy be aggregated into regions more relevant to the development and
urbanization patterns of the metropolitan area. - |
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4.0 MOBILE SOURCE EMISSIONS

- Mobile sources consist of on-road sources (often referred to as “highway vehicles*) and
off-road sources, which include aircraft, railroads, vessels, and "non-road” sources such as farm
and construction equipment, . utility engines, lawnmowers; etc. -While on-road mobile sources
are lexpected to be a dominant source category in all PAMS areas, the importance of off-road
sources‘may vary.

4.1 ON-ROAD MOBILE SOURCES

Potential sources of information on the geographic distribution of on-road mobile source
emissions include: '

] Highly resolved grid-based on-road mobile source emissions data such as that which
would be prepared for photochemical oxidant model input (gridded emission densities)
(see Figure C-3)

L Emissions estimates by road system links and traffic generation and destination areas,
resulting from the use of a calibrated travel demand model in combination with the EPA
MOBILE on-road mobile source emission factor model

® - Link- and area-based transportation activity estimates (vehicle miles travelled, trip starts
and trip ends) from a calibrated travel demand model

L] Traffic count maps indicating the level of traffic on the area’s road system. (see Figure
C-4) '

Traffic flow maps may be available from the local organization(s) charged with
performing traffic counts. Some of these maps use bandwidths to indicate the relative level of
traffic on individual roads, while others feature the transportation grid system with actual traffic
counts written in numerically at the counted locations. The level of detail of these maps will
vary with the intensity of the local counting program, but typically includes only the larger roads
in the area (such as major arterials and exprcssw-a_y-:s). |

CH-93.58 c-9




4.2 OFF-ROAD MOBILE SOURCES

The level of effort and detail appropriate for development of geographic distributions for
off-road mobile sources is a function of the magnitude of these emissions in the area of concem,
whiclrwould be shown by emissions summaries.  The highty disparate nature of the individual
off-road source types complicates geographical allocation of this category. If the off-road
category represents a critical or significant portion of the overall emxsmons of a given pollutant,
and locations of these emissions have not already been characterized for air quality modeling,
investment of some effort in geographical allocation for PAMS purposes may be justified. The
basic steps would include (1) obtaining a detailed listing of emissions from individual off-road
source types, (2) assigning priorities based on their emission levels 3 developmg reasonable
surrogates or logwal locational characteristics for each source type, and (4) graphically depicting
the distribution of emissions represented by these surrogates or characteristics.
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oo

Max value: 8379.1 (kg/day) at { 22, 24)
Avg value: 123.9 (kg/dny), non—3ero cells only.
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Total: 654868 (Kg/day)

Figare C-3  Grid-based mobile emissions data map
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UNITED STATES ENVIRONMENTAL PROTECTION AGENCY

Vo ATMOSPHERIC RESEARCHAND EXPOSURE ASSESSMENT LABORATORY

RESEARCH TRIANGLE PARK
NORTH CAROLINA 27711

September 15, 1993

MEMORANDUM

SUBJECT Requirements and Guidance for PAMS Meteorologmal Station in New
Brunswick, New Jersey

FROM: Jerry H. Crescenti, Physical Scientist /
Huma:; Exposure Modeling Branch (MD/56)
TO: N. Ogden Gerald
Office of Air Quality and Planning Standards (MD-14)

‘This memo 1is in response to your request for information about the requirements and
incorporation of a 30 meter meteorological tower and upper air profilers into the Photochemical
Assessment Monitoring System (PAMS) which will be located at Rutgers University in New
Brunswick, New Jersey. There are two categories of data needed to fulﬁll PAMS meteorological
requirements - surface and upper air.

The variables which are required from a ground-based system include wind speed, wind
direction, air temperature, relative hurnidity, barometric pressure and incident solar radiation.
Most of the guidance summarized below is taken from the Quality Assurance Handbook for Air
Poliution Measurement Systems, Volume IV: Meteorological Measurements (1983, revised
1989, EPA-600/4-82-060) and the On-Site Meteorological Program Guidance for Regulatory
Modeling Applications (1987, EPA-450/4-87-013).

The primary objective of instrument siting (horizontal and vertical probe placement) and
exposure (spacing from obstructions) is to place the sensor in a location where it can make
precise measurements that are representative of the general state of the atmosphere in that region
under study. The choice of a site must be made with a complete understanding of the regional
geography, the sources being investigated, and the potential uses of the data being collected.
Ideally, the 30 meter tower should be located in an open level area. In terrain with significant
topographic feamres, different levels of the tower may be under the influence of different
meteorological regimes at the same time. If this is the case, such conditions should be well
documented. '

The standard exposure of a wind sensor over level, open terrain is 10 meters above the
ground. Open terrain is defined as an area where the horizontal distance between the instrument




and any obstruction is at least ten times the height of that obstruction. An obstruction may br
man-made (¢.8., building) or natural (e.g., trees). The wind sensor should be mounzed og amast -
at the top of the tower or on a boom projecting horizontally out from the tower. If the sensor .

is mounted on a boom, then it should be located at a horizontal distance at a minimum of twice
the maximum diameter or diagonal of the tower away from the nearest point on the tower, . The
boom should project in the direction which provides the least distortion for the predominant wind
direction. For example, the boom should be aligned in a northwesterly or southeastetly direction
" if the predominant wind is from the southwest. : R

Air temperature and humidity sensors should be mounted over a plot of open level ground

at least 9 meters in diameter. The ground surface should be covered with non-irrigated or
unwatered short grass or, in areas which lack a vegetation cover, natural earth. The surface
must not be concrete, asphalt or oil-soaked. If there is a large paved area nearby, these sensors
should be at least 30 meters away from it. These sensors should be located at 2 distance from
any obstructions of at Jeast four times their height. Areas of standing water should also be
avoided as well as steep slopes, ridges or bollows. The standard heights are 2 and 10 meters,
but additional levels may frequently be required in air quality studies. These sensors must be
housed in well ventilated solar radiation shields (forced aspiration is preferable) at a horizontal
distance from the nearest point on the tower of at least the diameter of the tower.,

As for the barometric pressure sensor, there is no particular siting guidance available
since the data is seldom utilized in EPA studies. However, the barometric pressure is needed
when computing variables such as specific humidity, potential temperature and air density. I
would suggest that the sensor be place indoors with the data acquisition system. One end of a
rubber tube should be attached to the sensor's pressure port and the other ended vented to the
outside of the trailer or shelter so that pressurization due to the air conditioning or heating system
is avoided. o

Solar radiation measurements should be taken in a location free from any obstruction
which can either cast shadows or reflect sunlight on to sensor. This means that there should be
no object above the horizontal plane of the sensing element that could possibly cast a shadow on
it (including the tower). In addition, the pyranometer should not be placed near light colored
walls or artificial sources of radiation. Usually, a tall platform or a roof make suitable locations
for sensor placement. However, since it is not desirable to have a large obstruction such as a
building in the vicinity of the tower, then the best strategy is to place the pyranometer directly
south of the tower and its guy wires. There is no height requirement for this sensor.

The variables required for upper air monitoring to support PAMS include profiles of
horizontal wind velocity, vertical wind velocity, and air temperature. Also needed is an estimate
of the mixing layer height and stability class of the atmospheric boundary layer. However,
temporal and spatial density of these variables have not been clearly defined. Rather, the amount

of data to be acquired is a function of the field study objectives and numerical model imput
requirements.




There are two types of wind profiling systems. The first type is a RADAR which
transmits a 915 MHz electromagnetic signal and has a range of approximately 90 to 3000 meters.
_The second type is 2 SODAR which transmits a 2 to 5§ KHz acoustic signal and has a range of
~about 60 to 600 meters. Both systems transmit their respective signals in pulses. Each pulse is
both reflected and absorbed by the atmosphere as it moves upwards. The height range of each
- pulse is determined by how high it can go before the signal becomes so weak that the energy
reflected back to the antenna can no longer be detected. That is, as long as the reflected pulses
can be discerned from background noise, meaningful wind velocities can be obtained. The
attenuation of the pulses are functions of signal type, signal power, and atmospheric conditions.
A Radio Acoustic Sounding System (RASS) utilizes a combination of electromagnetic and

acoustic pulses to derive an air temperature profile in the range of about 90 to 1200 meters.

For upper air monitoring, remote sensing is quickly becoming the method of choice.
However, while these profiling systems have been approved and used to develop meteorological
databases required as input for dispersion models, there is a distinct void in terms of guidance
needed to help potential users and the regulatory community. Because of their unique nature and
constant evolution, the available EPA guidance for SODARs is more generic than that which
already exists for many well established in-situ meteorological sensors. Almost no guidance is
currently available on RADAR and RASS systems.

Since SODARs utilize sound transmission and reception to determine the overlying wind
field, a clear return signal with a sharply defined atmospheric peak frequency is required. Thus,
consideration of background noise may put limitations on where a SODAR can be located.
External noise sources can be classified as active or passive, and as broad-band (random
frequency) or narrow-band (fixed frequency). General background noise is considered active and
is broad-band. _If loud enough, it can cause the SODAR software to reject data because it can
not find a peak or because the signal-to-noise ratio is too low. The net effect is to lower the
effective sampling rate due to the loss of many transmission pulses. Radian (assuming that this
company is providing the profiling systems) should be consulted as to what noise level would be
acceptable for the SODAR. A qualitative survey should be conducted to identify any potential
noise sources. A quantitative noise survey may be necessary to determine if noise levels are
within the instrument's minimum requirements.

Examples of active, broad-band noise sources include highways, industrial facilities,
power plants, and heavy machinery. Some of these noise sources have a pronounced diurnal,
weekly or even seasonal pattern. A noise survey should at least cover diurnal and weekly
patterns. Examination of land-use patterns and other sources of information may be necessary
to determine if any seasonal activities may present problems

Examples of active, fixed-frequency noise sources include rotating fans, a back-up beeper
on a piece of heavy equipment, birds and insects. If these noise sources have a frequency
component in the SODAR operating range, they may be misinterpreted as good data by the
SODAR. Some of these sources can be identified during the site selection process. Ome
approach to reducing the problem of fixed frequency noise sources is to use a coded pulse, i.e.,




the transmit pulse has more than one peak frequency. A return pulse would not be identified as
data unless peak frequencies were found in the return signal the same distance apart as the
transmit frequencies. Radian can provide information on whether or not the SODAR is capable
of such a task, '

Passive noise sources are objects either on or above the ground (e.g., tall towers, power
transmission lines, buildings, trees) that can reflect a transmitted pulse back to the SODAR
antenna. While most of the acoustic energy is focused in a narrow beam, side-lobes do exist and

‘are a particular concern when antenna enclosures have degraded substantially. Side-lobes
reflecting off stationary objects and returning at the same frequency as the transmit pulse may
be interpreted by the SODAR as a valid atmospheric return with a speed of zero. It is not
possible to predict precisely which objects may be a problem. Anything in the same general
direction in which the antenna is pointing and is higher than 5 to 10 meters may be a potential
reflector. It is therefore important to construct an "obstacle vista diagram” prior to SODAR
installation that identifies the direction and height of potential reflectors in relation to the
SODAR. This diagram can be used after some data have been collected to assess whether or not
reflections are of concern at some SODAR height ranges. Note that reflectians from an object
at distance X from an antenna will show up at height Xcos(cx), where « is the tilt angle of the
antenna from the vertical.

The RADAR, SODAR and RASS antennas should be aligned and tilted carefully as small
errors in orientation or tilt angle can produce unwanted biases in the data. True North should
also be established for antenna alignment. Installation of the antennas should not be permanent
since problems are very likely to arise in siting the profilers in relation to the tower and other
objects that may be in the area. One final consideration is the effect of the instrument on its
surroundings. The sound pulse from a SODAR and RASS is quite audible and could become a
nuisance to residents who might happen to live near the installation site.

A joint effort is currently underway between EPA's Atmospheric Research and Exposure
Assessment Laboratory in Research Triangle Park, North Carolina and NOAA's Wave
Propagation Laboratory in Boulder, Colorado to further develop QA and QC guidance for wind
and temperature profiling systems. Once established, this information will provide standard and
consistent operating procedures which will lead to the acquisition of high quality, interpretable,
and scientifically defensible data sets.

cc: Alan H. Huber
William F. Hunt
Robert G. Kellam
Dale A. Pahl
Larry J. Purdue
Brian D. Templeman
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1. OVERVIEW

The Intra~-Agency Task Force on Air Quality Indicators was established to
recommend standardized air quality indicators and statistical methodologies. for
presenting air quality status and trends in national publications. As a first
step, the members of the task force identified topics of concern and prepared a
series of issue papers on these topics; these papers discuss the background and
current status of each issue, develop recommendations, and identify areas that

_need additional work. These individual papers make up the remaining sections

of this document. .

To put the activities of the task force in perspective, it should be no-
ted that on May 10, 1979, EPA promulgated regulations for ambient air quality
monitoring and data reporting. These regulations were a result of the ground—
work of the Standing Air Monitoring Work Group (SAMWG), and reflect EPA's con-
caerns about data quality, timeliness, and consistency from one area to another.
Specific provisions in these regulations instituted the routine reporting of
precision and accuracy information to aid in characterizing data quality, the
designation of specific sites-in state and lecal agency monitoring networks to
be used in national trends analyses, and the increased standardization of sit-
ing criteria to ensure greater uniformity. All ambient air quality data re-
ceived by EPA should reflect these changes by 1981; the data bases currently
used in EPA's analyses are in transition. In a sense, the monitoring communi-

"ty has identified and begun to implement improvements in the air quality data

bases, and now those responsible for analyzing the data must ensure that the
best use 1s made of these improvements.

1.1 RECOMMENDATIONS

In developing recommendations, two common concerns were apparent. The
first involved data bases that do not yet exist (e.g., precision and accuracy
information). . Since it is premature to recommend how these data should be

used in reporting air quality, the Task Force has simply identified the group .
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that should take the initiative in developing methods for using the informa-
tion. The second concern involved the relative merits of standardization.
The data from a given air quality study can be analyzed by a wide variety of
'“—H--;Eat{sf?EET"fechniques. In many cases, different. approaches are equally ac-
ceptable. In fact, in certain cases, there are statistical techniques that
' ére recommended but seldom applied. The important point here jg that an em-
phasis on standardization should not discourage the development and applica-
tion of new techniques. Consequently, thase recomméndations_shou]d be view-
ed as a set of general principles rather than a set of inflexible rules., If
a particular apbroach satisfies the intent of these recommendations, it is
satisfactory; if it does not, an explanation should be included in the analy-
sis to say why alternative techniques were used. :
The recanmendations are grouped in four categories: data base, data
analysis, data interpretation, and data presentation. In each category, both
general and specific points are presented.

1.1.1 pData Base

. In general, each analysis should indicate what data were used. For small
studies, specific sites can be named; for large studies, it.will suffice to in-
dicate the data source {e.g., the National Air Data Branch, NADB) and the se-

lection criteria used to choose sites. Specific recommendations are listed be-.

Tow, '

1. Precision and Accuracy (Section 2) - EPA does not require the sub-
mission of precision ané accuracy information until 1981; therefore
no guidance on its use will be given at this time. It is recommend-

ed that ORD/EMSL take the lead in developing procedures for using
this information.

2. Data Screening (Section 3) - Statistical procedures for detecting
outliers are available, and some have been incorporated into SARQAD.
Under the new monitoring regulations and management plan for the
National Air Monitoring Stations (NAMS), users will eventually be
able to assume that NAMS data quality has been verified. In the in-
terim, however, the user should apply appropriate screening proce-
dures to the data for any small-scale analysis; for large-scale
analyses, the user may rely on robust statistical techniques that
will minimize the potential impact of anomalous data.

. 3. Site Selection (Sections 4 & §) - The NAMS will provide a usable,
quality assured, standardized data base for trends--particularly
national trends. Composite values of NAMS data will provide a -
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useful index for national trends assessment. In the interim, the
user must select sites on the basis of specific criteria which en-
sure_adequate completeness and seasonal balance. The criteria )
should be stated clearly in the analysis.

———— a,

1.1.2 Data Analysis

The analysis should be structured so that results are stated in terms of
statistical sfgnificanée. Analyses that have no statistical basis should in-
dicate that they do not and why they do not. Those ana]yses with a statisti-
cal basis should indicate the statistical approach used. More specific recom-
mendations concerning data analysis follow. -

1. Choice of Summary Statistics (Sect1oﬁ“63 - Swmhary statistics should
reflect the apprupriate air quality standard and not be biased due -

to sample size. If an analysis requires the use of a statistic that .

is biased with sample size, care must be taken to ensure that compar-
jsons over time or across sites are not affected by differences in
sample sizes.

2. Comparability of the Data Base (Sections 5 & 6) - Any trends analy-
. 815 should be structured so that results are not attributable to the
data base varying with time. Interpolated data may be used for the
visual presentation of trends, but trend statistics should be based

on actual data unless the effect of interpolation can be quantified.

3. Trend Techniques (Section 6) - Standard statistical. techniques such
as Ch1-square. nonparametric regression, aligned-rank tests, analy-
sis of variance, and time series are all acceptable means of assign-
ing probability statemerrts to trends analyses. The primary concern
is that the tests used are statistical in nature, not which tests
are used. However, EPA groups need to take a more active role in
applying various techniques to air data to assess the relative mer-
its of different procedures.

1.1.3 Data Interpretation

An analyst can facilitate the interpretation of air quality monitoring
data from the existing NAMS network by using other sources of information that
help explain why an air quality trend has or has not taken place or why there -

are significant differences between sets of air quality data. To better assess

the effectiveness of EPA's emission control program, the agency should collect

data on all variables that impact air quality in at least two major urban areas.

1,1.4 Data Presentations

Data presentations should be consistent with the analysis, and should be
adequately labeled so that they can stand alone. )
1-3
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1. Choice of Scales - Distortion of scales should be avoided. In gen-
eral, the pollutant concentration axis should start at zero concen-
tration.

_ 2: Distinguish No-Data Cases - Presentations involving shading (e.g.,

maps) should clearly indicate cases with no data as a distinct cate-
gory. -

1.2 FUTURE WORK'

In view of -the transition occurring in the air quality data bases, it is

recomnended that th1s task force be cont1nued during 1981, when NAMS data and
precision and aCCuracy data will be rece1ved inftially by EPA. During this
time, the fol1ow1ng tasks should be performed

1. Assessment of Statust1ca1 Manpower - To ensure that the task force

recommendations can actually be implemented and are not merely idealized
goals, it will be necessary to appraise the available and planned techni-
cal resources. A breakdown of resources needed should be provided, with

particular attention to the in-house resources needed to provide continu-
ity and technical guidance.

Lead Group: OPM
Target Date: March 81

2. Use of Precision and Accuracy Information - The eventual use of
precision and accuracy information needs to be better defined. Although
these data are not currently being received by EPA, similar preliminary
information is available to EMSL. These data should be examined, and a
plan should be developed on how this type of information can be incorpo-
rated into EPA's use of air quality data. Consideration should be given
to the feasibility of eventually establishing national performance stand-
ards for precision and accuracy data.

- Lead Group: ORD/EMSL

Target Date: July 81

3. Use of Site Information in Trends Analyses - An important feature of
the NAMS data base 1s the detailed information available describing indi-
vidual sites. To routinely make efficient use of this information, it
will be necessary to identify the relevant site parameters and to deveTop
computer software to link the site information with the air quality in-
formation. Attention should be given to stratifying the data into broad
classifications needed for more refined data amalysis.

Lead Group: QAQPS/MDAD

Target Date: September 81




4. Assessment of Statistical Software - Several statistical software
packages are available that could be used for air quality data analysis.
To ensure-that EPA statistical manpower is efficiently utilized an as-~

___sessment should be made of what statistical software is applicable. In

particular, this assessment should determine: (1) what statistical pack-
ages are being used and to what extent and (2) if the best statistical
packages are being employed and if not, why not. : -

Lead Group: ORD/EMSL/RTP
Target Date: September 81 '
8. Presentatfon of Data - Because the Task Force is recommending specif-

ic types of data presentations a pilot study should be initiated to ensure
that these recommendations are feasible to implement on a routine basis..

 Attention should be given to identifying computer programs that would

facilitate these presentations and if gaps exist~to develop the necessary
programs to the extent possible with existing resources.

Lead Group: Region V
Target Date: ‘September 81
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2. KNOWN MEASURES OF DATA UNCERTAINTY (Precision and Accuracy)

Concepts of precision and accuracy have been the subject matter for many
presentations and publications. ASTM Committee E-11 on qua]ity control of ma-
terials discussed definitions and 1mplications of these two ideas over a 10-
year period 1 Complete agreement on the meanings of precision and accuracy is
unlikely to be found in the literature on scientific measurement systems. In
assessments of the quality of ambient air data, EPA uses estimates of preci- _
sion to characterize the relative capability of the monito?ing system to re-
peat its results when measuring the same thing and estimates of accuracy to
characterize the closeness of an observation to the “truth."2

‘Beginning January 1, 1981, EPA will require all state and local report-
ing agencies to calculate precision and accuracy estimates in a prescribed man-
ner and to qualify all data entered into the EPA data bank with quarterly pre-
cision and accuracy estimates. Some, but not all, of the components necessary
for estimating precision and accuracy (Appendix A, 40-CFR- 58) are available.
Currently, collocated samplers and single concentration precision checks provide

" data which can be used ta estimate the precision of manual and automated sam-

plers, while audits of flcw rates and laboratory analytical measurements provide
data which can be used for estimating accuracy. Perhaps improved methods for
estimating these parameters will be developed as a result of the increased at-
tention to assessing air quality data.

Table 1 presents the types and frequencies of special checks for precision
and accuracy by pollutant measurement method; Table 2 displays the concentration
range for each audit 'leve1.3

2.1 NEED FOR QUALIFYING AIR POLLUTION DATA

Over many years, the air pollution data bank has grown into a gigantic
body of computerized records of concentrations of pollutants measured at sites
across the Nation at points in time. Necessarily, great amounts of attention
and expense have been devoted to devising systems to process the data into a
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TABLE 1. SPECIAL CHECKS AND AUDITS FOR ESTIMATION OF .
PRECISION AND ACCURACY

Precision Accuracy (local audit)*

e i, o

Automated analyzers
(s0,, CO, NO2, 0;)

Type check One concentration Three or four concentrations
Frequency Biweekly 25% of the analyzers each quar-
_ o e ter; at least one per quarter
Scope 1 A1l monitoring instruments AI1 ana]yzerﬁ each'year
Manual methods | : Type of audit i
Type check . Flow Analytical
S02 Collocated samplers at two | NA Three levels
NO, sites NA Three levels
TSP One level NA
Frequency Each monitoring day 26% of the sites | Each analysis- .

each quarter; at | day; at least
Teast once per twice per

quarter : quarter
Scope ' Two sites (of high concen- | ATl sites each | NA
year

tration) _
===================;===========================.______________ﬂ__
*$ge Table 2 for audit levels.

TABLE 2. CONCENTRATION RANGES FOR AUTOMATED ANALYZER AUDITS

Caoncentration range, ppm i
Audit level | SOz, NOz, O3 co )
1 | o0.03-0.08 3-8
2 0.15-0.20 15-20
3 0.40-0.4'5 40-45
4 0.80-0.90 - | 80-90 -
—_— R |
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_ computerized retrievable form. ‘Also, high pviority has been given to the de-
" velopment and refianement of a system for collecting data- from state and local

agencies and sending the data through EPA Regional Offices to the NADB com-
puter system. Inevitably, air pollution control administrators and affected
industries are concerned about the quality of the data that result from this
great expgnditdre of resources, especially pollutant measurements that may
represent exceedances of Nationai Ambient Air Quality Standards (NAAQS) or
that have other serious implications. . .

As a result of continued programs of qua11ty assurance and techno1ogica1
improvements in monitoring and analysis, today's ambient air data are doubt-
lessly more representative of true concentrations.than'tﬁose of somé years ago.
However, these improvements in data quaiity cannot be quantified because no
routine, standardized data assessment program has been in effect. Implementa-
tion of the program described above should provide the means to evaluate prog-
ress in measuring and recording ambient air data and should give managers a
higher level of confidence in making decisions based on air pollutant measure-
ments.

2.2 SCHEDULE FOR IMPLEMENTING THE PRECISION AND ACCURACY PROGRAM

Al1 designated NAMS sites are to begin operation January 1, 1981 (Appen-
dixes A and E, 40-CFR-58). On July 1, 1981, the first quarterly report is due
into EMSL; the first quarte:ly summery- report from EMSL to the EPA Regional
Offices is due September 1, 1981; and the first annual report is scheduled for
July 1, 1982, The remaining State and Local Air Monitoring Stations (SLAMS)
are to be phased into the Precision and Accuracy Reporting System as soon as
possible after January 1, 1981. The distinction of SLAMS and NAMS is of lit-
tle relevance here, since precision and accuracy data relate only to agencies.

2.3 USES OF PRECISION AND ACCURACY DATA

Confidence in conclusions concerning air quality trends will be more
scientifically defensible with the precision and accuracy data because of the
increased capability to test for statistical significance in trends analyses.
Also, additional interpretive insights may be gained; for example, if accuracy
does not change significantly, the quality assurance program may be ruled out
as a factor affecting trends. ’




-

For many trends s‘tudy purposes, the analyst must set an arbitrary limit .
(e.g., *15%).on sites to be included in an analysis. The analyst must make
judgments in 1ight'6¥ftﬂe purpose and the user fequi}ements.‘ in all cases,

T Tthe analyst should test to determine,any-effeEt:of precision and accuracy in=
formation on conclusions. |

It is premature at this time to attempt to develop definitive criteria
for using precision and accuracy data in datermining trends, nonattainment
status, and so forth. Inclusion of precision and aécuracy data in analyses
may appear to add to the overall levels of uncertainty, but experience over
time is needed to establish c¢riteria for setting 1imits on the data-to be
used in a particular situation. S I

Precision and accuracy data will permit comparisons of data quality -
within and between monitoring netwarks and within and between States and re-
gions. Also, precision and accuracy data together with data from EPA's Am-
bient Air Performance Audit Program should provide the means for effective
evaluations of analytical laboratories hired by State and Tocal agencies.

A great deai of interest centers on the possible uses of precision and
accuracy data to report probability intervals about peak and mean estimates .
of air quality data. If the peak value is not an outlier, there is no prob-
lem with the probability interval. Long-term (3 years) studies may be re-
quired to verify the assumptions that the sample of precision and accuracy
information is representative and that extreme values are within the popula-~
tion. There should be no problem in reporting probability intervals for
mean values. In any case, the assessed quality of air pollution measurements
should be included in all relevant reports and publications.

2.4 REFERENCES

1. Precision Measurement and Calibration, Statistical Concepts and Proce-
dures. National Bureau of Standards Special Publication 300. Volume 1.
February 1969. . -

2.  Rhodes, R. C. Precision and Accuracy Data for State and Local Air Moni-
toring Networks: Meaning and Usefulness. Paper presented at the 73rd
APCA Annual Meeting, Montreal, Canada, June 1980.

3. Appendix A. Quality Assurance Requirements for State and Local Air Moni-
“toring Stations (SLAMS). FR Vol. 44, No. 92, pp. 24574-27581, May 10,

1979. .
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3. DETECTING AND REMOVING OUTLIERS

An outlier is an observation that does not conform to the pattern estab-
lished by other observations. This pattern may be a scatter plot, frequency
histogram, time series, or sithe listing. The parent population from which
the observations are drawn is usually assumed to behave according to a certain
probabilistic model, and the observations are usually assumed to be drawn at
random or at least independently. The agreement between the observations and
the parent population depends both on the correctness of the underlying assump-
tions and on certain aspects governing the selection process. Outliers should
not be isolated from other problems of statistical analysis; they should be in-
cluded among anomalies such as nonadditivity, nonconstant variance, bias, tem-
poral drift, orlwrong model specification. A correction in another problem
can often solve the outlier problem.

3.1 CAUSES OF OUTLIERS

Three basic ways an outlier can occur are (1) mistakes in readings, (2)
wrong model specification, and (3) rare deviation.!

- Mistakes in readings can occur during any stage of data processing, but
the more common mistakes (e.g., trinscription errors) usually occur early in
the processing; during data coding or key punching, transcription errors often
go unnoticed. Unusual readings from instruments may be caused by power fail-
ure or surges, improper calibration, breakdowns, torn filters, contamination,

_ chemical interaction, leaks, and so forth. -Not adhering to an-experimental

plan or design can affect recorded data. Mistakes occur both in totally auto-
mated data gathering processes and in those that rely on human consideration
or intervention, _ ,

With the exceptioﬁ of glaring mistakes that have obvious explanations,
model specification usually is the basis for deciding if a discordant observa-
tion is an outlier. In fact, most tests currently being used routinely by EPA
to detect outliers are actually testing some type of nonnomath.2 For ex=
ample, the null hypothesis of all the tests listed in Table 3, with the
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exception of the gap test, is that the population from which the observations

are being drawn is specified by a normal distribution model. References 3 and .
4 describe additional tests which specify normal, lognormal, or Weibull models.
Detection of an outlier by any one of these tests is paramount to declaring
the parent population has a different distribution than was originally assumed.
0f course, the final conclusion would be that the observation is an outlier.

In any parent population, some observable events have a low probability
of occurring. These events are usually associated with the extremes (tails)
of the distribution. Although the probability of abtaining one of these ob-
serva:ions‘is small, it is possible for such an event to occur. Being a rare
occurrence, the abservation is almost always treated as an outlier.

3.2 STATISTICAL PROCEDURES FOR IDENTIFYING QUTLIERS

Statistical procedures for identifying outliers are used for different
reasons. One reason is to justify what would have been done anyway (i.e., to
reject observations that an experienced investigator would intuitiVer reject).
Another reason for using statistical tests is to provide algorithms to the
computerz’5 for scanning large sets of data that would be impractical to scan
by visual inspection. At present, §122 SLAMS, 1269 NAMS, and 68 Inhalable .
Particulate Network (IPN) sites are producing data which require validation.

In addition, special stud{es such as the Philadelphia I[P Study, the National
Forest Ozone study, and the Across Freeway Study (LACS) are collecting large
quentities of continuous and 24-hour data. Whether the data are collected
routinely or for special studies, a procedure for detecting outliers is neces-
sary to strengthen the validity of conclusions reached during data analysis.

Table 3 lists several statistical tests for objectively screening a set
of data and identifying possible outliers. These tests are currently being
applied to routine data storage systems within EPA. These tests, except for

" the studentized range, the studentized t-test, and the Shewhart control chart

require no external or independent parameter estimates; conclusions are based
solely on the data at hand. Except for the Gap Test,2 these tests for out-
liers are tests for normality. A1l tests are aimed at high values relative
to some measure of spread based on the sample. Where routine screening of
data is necessary, a battery of several tests is advisable.
The Dixon ratio test6 was the first of many standard statistical procedures .
which have been found to work well in air data screening., Some work better
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than others, depending on sampling frequencies and durations. For example,

* the Shewhart control chart was found superior to the'Dixgn ratio in screening
-24-heu¢-measurements.2 These and other screening procedures constitute the

Air Data Screening System (ADSS), which is now being implemented in 27 States
through the Air Quality Data Handling System.

In another screening program, several statistical procedures are current-
ly being applied to SAROAD data.2 With the exception of the gap test, these
tests have one thing in common--they all assume that the observations are sam-
ples from 2 single normal population with specific location and shape parame-
ters. Tables and charts are used to identify values that have a Tow probabili-
ty of occurring if all observations were taken from the same population; these
values are flagged for further investigation. -

To demonstrate how outliers can be identified, several tests, in Table 3
are applied to the following set of mass data in the 0-15 micron size range
gathered over a 5-month period in Birmingham, Alabama, using a dichotomous sam-
pler.

=
24-hour samples Monthly values

Date |ug/m*® |Average (x) | Range (R)
08/01/79 | 43.8

08/07/79 | 6.7
08/25/79 | 17.8 '
08/31/79 | 45.3 43.4 48.9
09/06/79 | 92.6
09/12/79 | 34.8
09/30/79 | 38.4 55.3 57.8
- 10/06/79 | 47.5
10/12/79 | 64.7
10/18/79 | 36.2
10/24/79 | 30.6 :
10/30/79 | 16.9 39.2 47.8 -
11/05/79 | 36.6
11723779 | 18.3

26.0 | 21.3
12/05/79 |101.8 ‘

12/11/79 | 35.0 68.4 66.8

T e e e e e —
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Dixon Rat'i'og'3

X=X .
n®*n-2 _ 101.8 - 66.7 _ 5 418.

Calculated: =7 — {0t 8- 17.8
_Calculated: Ryp =y —,~ "~ 101.8 - 17.8

Tabulated: Ty go (i.e., @ = 0.10) = 0.454 for n = 16.

Thus: Ryy < Ty g0

Shewhart Control Chart?’3

Range:  LCLp = D4R = (0)(43.95) = 0.
UCLg = DR = (2.57)(53.95) = 112.95. = = = ~ . -
In this example, the_laréést integer less than thevaveFage was'used (n = 3).

Average: LCLg = i - AR = 40.95 - (1.02)(43.95) < 0 (use LCLy = 0 in this
case). :

UCLg = X + AR = 40.95 + (1.02)(43.95) = 85.78.

Thus the monthly average (68.4) and range (66.8) for December are not consid-
ered outliers.

Chauvenet's Criteriong

R = 45.25
S = 25.00
X - X
Ceon L1018 - 45.25 _ 5 56

The critical value of C for sample size n = 16 is 2.154 with an a-level of
0.016 for a one-tailed test, thus 101.8 is an outlier. Chauvenet's criterion
js not recommended for samples of n < 7 for a two-tailed test and for samples

of n < 4 for a one-tailed test because it tends to flag too many valid obser-

vations.

Grubbs Test7'8
Calculated: SS = 9372.26, Ssls'= 5961.16, and 5515;16 = 3161.25.

sS $s
e |- _ 215,16
Thus: Ly = —gt> = 0.64 and L, = —gg*= = 0.34

Tabulated: L = 0.576 and L, = 0.405 for n = 16: itz ]
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Therefore, at the & = 0.05 significance level, only the highest value (101.8)

" can be rejected-as-an outlier.

‘Coefficient of Skevmess10
n z (X; 2)3
Calculated: B = —=-1 = 1.0
i=1 o

Normally, this test for skewness is not used for n small (say < 25); however,
the value of B exceeds the tabulated value 0.71 for n'= 25 (the“tabu1ated val-
ue for n = 16 will be < 0.71) and therefore, normality is rejected at the a =_
0.08 significance level.

After excising 101.8 and 92.6, normality can no longer be rejected; both
values are outliers based on this test.

Studentized T-Test9

Calculated: W= X -

The standard deviation (S) required for testing studentized deviates was
estimated from the August, September, and October data to be 21.52. November
and December data are grouped together because there are only two observations
in each month. The suspected outlier is 101.8 ug/m

X -X
T . . 101. 21-5;7 18 . 5.84.
The critical value (a = 0.05) for examining one outlier among four samples,
relative to the prior S based on 11 degrees of freedom, is t0‘05(4.11) = 2.24.
Thus 101.8 ug/m3 is an outlier.
9

Studentized Range

The S required for the studentized range test was estimated from the same
set of data as the studentized t-test. November and December data are groupgd
together as before, and the suspected outlier is again 101.8 ug/m3.

X, = 101.8 - 15.3 = 86.5.
Tabulated: W = qy c(4,11)S = 4.26(21.52) = 91.68

'Thus: 101.8 is not an outlier.

Some tests are more suited to hourly than to 24-hour data. Table 3 summarizes
the recommended applications of the commonly used tests. For examples of how
other tests are applied, consult the references.
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References 3 and 4 describe nonparametric tests for comparing two or more .
data sets to.aid in_{antifying a data set that does_nof conform to the patterm
established by the othe; data sets. Reference 4 also discusses the use of non-

_—-_—-Bgramet;¥E_EESts for a single sample. However, identifying an oputlier by a non-
parametric test is inconsistent with our definition of an outlier; an outlier
js an atypical observation because it does not conform to a model which we hypo-
thesize to describe the data, If we have no modal in mind, 1t is difficult to
describe what we mean by an outlier. Heh;e. nonparametric techniques are recom-

mended only for the comparison of data sets.

3.3 RECOMMENDED TREATMENT OF OUTLIERS =~ =~ .

No observation should be rejected solely on the basisz% statistical tests,
since there is always a predictable risk (i.e., the a-level) of rejecting “per-
fectly good" data. Compromises and tradeoffs are sometimes necessary, especial-
1y in routinely scanning large amounts of data; in these situations, no statis-
tical rule can substitute for the knowledge and judgementi of an experienced
analyst who is thoroughly familiar with the measurement process.

In any data-collecting activity, a1l data must be recorded along with any .
notes that may aid in statistical amalysis. Gross mistakes should be corrected .
if possible before performing caleulations in the final analysis; if a mistake
cannot be explained or corrected, it is not always wise to discard the reading
as though it had never occurved. Further experimental work may be needed, since
a grnss error in the observations can bias the analysis in all but the most ro-
bust statistical procedures. In addition, data collected under differing condi-
tions should not be compined for jdentifying outliers unless the experiment was
designed (e.q., factorial design) to handle such data with an appropriate mode
during final analysts.

In performing the calculations in the final statistical analysis, the
question of what weight, if any, to assign a discordant value is difficult to
answer in general terms. An acceptable explanation for an outlier should pre-
clude any further use of the value. Sometimes it is obvious that an observa-
tion does not belong even though there is no explanation for its existence.

Although the value should not be used in further calculations, it should be
@entioned in the final report.7

‘Experienced investigators differ greatly on these mattxar-s.9 Excluding : .

"good" data may not be as serious as including “pad" data and then excluding
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any questionable observations in further calculations at the risk of losing
information on estimates and introducing some bias. Reducing sample variation
(increasing precision) may be preferred over introducing a slight bias, es-
pecially if the bias is theoretically estimable. "Using robust air quality
indicators that are not strongly influenced by outliers may avoid many argumen-
tive, subjective decisions.

3.4 CONCLUSIONS

The data ana]yét should not assume that all outliers represent erroneous
values. Some outliers occur because the analyst has used the wrong probabilis-
tic model to characterize the data. For example, outlier tests based on as-
sumptions of normality may be inappropriate for nonnormal data sets. In addi=
tion, there is always a finite chance that an extreme value will occur natural-
ly. The analyst should carefully investigate these possibilities before dis-
carding outliers. The use of robust air quality indicators is recommended
since they decrease the need for detecting outliers. Reference 4 discusses
several outlier tests, their performance, and provides a brief summary of com-
parative information for each test, including pertinent references.
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‘ 4. AREA OF COVERAGE AND REPRESENTATIVENESS
4.1 BACKGROUND

Over the decade of the 1970's the number of ambient air pollutant moni-
tors increased dramatically from approximately 1800 in 1970 to approximately

© 8000 in 1979.1 The lack of uniform criteria for station locations, probe

siting, sampling methodology, quality assurance practices, and data handling
procedures resulted in data of unknown quality. In preparing "natiomal® air -
quality trends data bases for the major pollutants, the number of monitoring
sites changed constantly, reflecting the growth in State monitoring networks
during this period. A conglomeration of different types of sites--rural, in-
dustrial, residential, commercial, etc--evolved with no national plan. Some
urban areas of the country had extensive monitoring while others did not.

In October 1975, at the request of the Deputy Administrator of EPA, a
Standing Air Monitoring Work Group (SAMWG) was established. The Work Group
was to critically review and evaluate current air monitoring activities and
to develop air monitoring strategies which would be more cost effective,
would hielp to correct idemttfied problems, would improve overall current op-
erations, and would adequate1y meet projected air monitoring goals. Members
of the Work Group represent State and local air pollution control agencies
and EPA program and regional offices. |

SAMWG's review indicated that the current ambient monitoring program is
basically effeetive in providing information for support of State Implementa-
tion Plan (SIP) activities. Several areas were identified where deficiencies
existed, however. The principal areas where corrections are needed are sum-_
marized below.

1. Lack of uniformity in station location and probe siting, sampiing

methodology, quality assurance practices, and data handling proce-
dures have resulted in data of unknown quality.

2. Existing regulations coupled with resource constraints do not allow
State and local agencies sufficient flexibility to conduct special
purpose monitoring studies. -
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. 3. Resource constraints and the diversity of data needs frequently re-
- sult in untimely or incomplete reporting of air quality data. Ade-
quate air quality data for national problem assessments and routine -
o we_ . . —__.trend analyses are in some cases not available to agency headquar-
ters until 12-18 months after each calendar quarter.

4. In some cases, data are being reported to the EPA central data bank
from more stations than are absolutely necessary for adequate assess-
ment of national control programs and analysis of pollutant trends.

The recommendations of SAMWG later became the basis for the Federal moni-
toring regulations promulgated on May 10, 1979.2 These regulations require EPA
to: ' _ : |

0 set stringent requirements for a refined national monitoring network

in areas with high population and poliutant concentrations to provide
a sound data base for assessing national trends; :

o  give the States flexibility to use resources freed from SIP monitor-
ing work to meet their own needs; .

o  establish uniform criteria for siting, quality assurance, equivalent
. analytical methodology, sampling intervals, and instrument selection

to assure consistent data reporting among the States;

0 establish a standard national pollutant reporting index and require
jts use for major metropolitan areas; and

0 require the submission of precision and accuracy estimates with air
quality data to enable better interpretation of data quality.

These requlations should produce 2 streamlined, -high-quality, more cost-effec-
tive national air monitoring program.
~ The States are required to establish a network of stations to monitor
pollutants for which National Ambient Air Quality standards (NAAQS) have been
established. Each network is to be designed so that stations are located in
all areas where the State and the EPA Regional Office decide that monitoring
is necessary. The stations in the network are termed State and Local Air
Monitoring Stations (SLAMS).

Data summaries from the network are to be reported annually to EPA. Data
fFrom a subset of SLAMS to be designated as National Air Monitoring Stations
(NAMS) are to be reported quarterly to EPA.
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4.2 NETWORK DESCRIPTION
4.2.1 The SLAMS Network - _ ]

T The SLAMS network should be designed to meet a minimum of four objectives:

1. To determine the highest concentrations expected in each area covered.
by the network;

2. To determine representative concentrations in areas of high popula-
tion density;

3. To determine the impact of ambient pollution levels from significant
sources or source categories; and

4, To determine background concenttations..

Each monitoring site is required to be identified by location and type of sur-
roundings as well as by monitoring objective and spatial scale of representa-
tiveness. The spatial scale of representativeness is described in terms of the
physical dimensions of the 2ir parcel sampled by the monitoring station through-
out which actual pollutant concentrations are reasonably similar; the scale '
adjectives are micro, middle, neighborhood, urban, regional, national, and glob-
al.

4.2.2 The NAMS Network

The NAMS stations are selected from the SLAMS network to emphasize urban
and multisource areas. The primary objective for NAMS is to monitor areas where
pollutant levels and population exposure are expected to be highest, consistent
with the averaging time of the NAAQS. Accordingly, NAMS fall into two catego-
ries:

1. Stations in area(s) of expected maximum concentrations; and

2. Stations with poor air quality and high population density but not
necessarily in area(s) of expected maximum concentrations.

For each urban area where NAMS are required, both categories of stations must
be established. If only one NAMS is needed to monitor suspended particulates
(TSP) and sulfur dioxide (SOZ)’ the first category must be used. The NAMS are
expected to provide superior data for national policy analyses, for trends, and
for reporting to the public on major metropolitan areas. Only continuous in-
struments will be used at NAMS to monitor gaseous pollutants.
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- Siting requirements and definitions vary with pollutant, but NAMS are re-
quired only in urban ‘areas with populations of at least 50,000 where poliutant -
——=cgncentrations are known to exceed the secondary NAAQS. The number of urban
areas monitored will vary with poliutant, as indicated below.

_ Urban NAMS
Pollutant areas | monitors

Total suspended particulates (TSP) | 212 636

Sulfur dioxide (S0;) o 160 284

Carbon monoxide (CO) i _ 77 -121

Ozone (01) ' g5 208

Nitrogen dioxide (NO:) 33 65
P, ARSI R ——

The NAMS network is being selected on the basis of experience with past
monitoring data and primarily attempts to measure the highest pollutant levels
associated with each urban area. The word "associated" indicates that, with
transport-effected pollutants such as 03 or TSP, the highest levels may occur
in areas of low population densities. The location selection should be periodi-

. cally reviewed, based on historical monitoring data, meteorological conditions,
and changes in emission patterns. For example, there is definite evidence that
the highest 03 Jevels in the Los Angeles basin have been moving upwind in the |
last few years, probably because of the changing composition of tailpipe pollu-

tants. Changing fuel usage and new construction may have also contributed to
this shift.

4.3 REPRESENTATIVENESS )

The question has often been asked as to what constitutes a "national"
trend? In previous National Air Quality, Monitoring and Emisgion Trends Re-
2933533'4’5 all sites with data available in the National Aeromatic Data Bank
(NADB), that could meet an historical data completeness criteria, were select-
ed for the national trend. In the case of total suspended -particulate (TSP)
as many as 3000 sites could meet an historical completeness criteria. These
sites come from a variety of networks representing urban areas, rural areas,
and large point sources. Geographical coverage was largely weighted by popu-
lation; that is, the more populated areas generally had more monitoring sites.
In analyzing the national trend each site was weighted equally.

. In contrast to TSP, the automotive related pollutants--carbon monoxide
(C0) and ozone (03)--had less than 250 trend sites meeting historical complete-
ness criteria as late as 1977.s Although California had a disproportionate
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number of these trend sites, each site was weighted equally in developing the

" national trend.-- - .

—+4n-each of the three cases, the sites used for ana]yz1ng the national
trend represented a mixture of siting criteria. Consequently, it was difficult
to determine what the resulting trend really represented.

The major difficulty in selecting sites that define a “nat10na1“ trend is
determining what mix of sites represents national air quality. How should geo-
graphic distribution be determined--by population or by land mass? What types
of sites--center city, suburban, residential, commercial, industrial, rural,
remote, etc.--should be in the national trend and what proportions are appro-
priate? i

4.3.1 The NAMS Solution

A partial solution to this dilemma lies in the NAMS network. Part of
the problem with a "national" trend is a semantic one--how is it defined? The
NAMS can resolve this problem because they can be defined. For each of- the cri-
teria pollutants, NAMS are located in either the areas of expected maximum con-
centration or the areas of high population density. Consequent]y; the NAMS lend
themselves to stratification into these two site populations. Additional siting
information is available through the NAMS management information system, which
will allow for the use of covariate data (such as traffic counts in the case of
C0) for the first time.

The NAMS are particularly appropriate for characterizing national trends
for urban sites located in areas of expected maximum concentration or high bopu-
lation density. For example, the CO NAMS located in areas of expected maximum
concentration make up a clearly defined population and could serve as a good in-
dicator of the success (or fai1ure) of the automotive emission control program.

4.3.2 The SLAMS and Detailed Urban Area Analyses

while the NAMS can be used to define national urban trends in areas of ~
expected maximums or high population density, the SLAMS can be used for detail-
ed urban area analyses. If one is trying to determine changes in air quality
in an urban area, then an examination of both spatial and temporal change is in .
order. The SLAMS networks lend themselves to these types of analyses. EPA has
published several guidelines useful in determining spatial and temporal trends;
they should be consulted before initiating these types of analyses. !
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5. DATA COMPLETENESS AND HISTORICAL CONTINUITY

Data completeness for summary statistics and historical continuity for
trend data are two concerns of the data amalyst. In both cases, the quantity
of data available affects the uncertainty of the analytical results. In cur-
rent practice, criteria are jnvoked in the data screening steps to select min-
imally acceptable data sets. This section explores the effect of missing data
on the uncertainty of analytical results, and discusses criteria for ensuring”
adequate data completeness and historical continuity.

5.1 DATA COMPLETENESS

5.1.1 Background and Purpose

The number of air quality values produced by ambient monitors is usually
fewer than the maximum number possible. Missing values result from the inter-
mittent sampling schedules for manual methods, instrument failure, downtime for
calibration, or human error. The temporal balance and the Sample size of the
resultant data set can seriously affect the validity of the sample and the un-
certainty of its summary statistics.

Published criteria have been used by EPA to establish the validity of data
sets for sumarizing and analyzing air quality data. Such criteria should mini-
mize the uncertainty associated with air quality summary statistics. Unfortu-
nately, for each pollutant the same completeness criteria are used for all sum-
mary statistics; despite the fact that the uncertainty associated with a summa-
ry statistic varies with the type of statistic and its variance properties.

In a sense, validity criteria provide a capability for identifying data -
produced by poorly operating instruments and for screening data samples that
may otherwise yield misleading or incorrect estimates of air quality levels.
Data requirements defined by the criteria should involve the type of summary
statistic (e.g., annual mean or maximum daily average) as well as its intended
application (e.g., trends analysis or status assessment with respect to the

‘'standard). In general, fewer data are needed to determine an annual average
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than a short-term statistic, and fewer data per year are needed to estimafé a
loné-tenn trend than-a -yearly status. : : -

———eem— -..-Currently, the NADB uses different validity criteria1 for different time
periods and sampling approaches, as shown in Table 4. The criteria for each
sampling approach are intended to consider both the characteristics in the data
collection and the primary objective of the monitoring; however, for specific
applications there are inconsistencies in the criteria for different approaches.
This section discusses only the criteria for smumaﬁy statistics for periods of
3 to 12 months. |

TABLE 4. NADB VALIDITY CRITERIA!.
4.—#

S —

" Continuous Sampling (l-h, 2-h, and 4-h data)

Quarterly statistics - 75% or 1642 hours
Annual statistics - 75% or 6570 hours

Intermittent Sampling (24-h data)
. Quarterly statistics

; Five samples per quarter

If 1 month has no values, at least two
values in other months

Annual statistics - four valid quarters

5.1.2 Origin of NADB Criteria

Criteria for intermittent sampling were formulated on the basis of 2 bi-
weekly sampiing schedule which was used by the National Air Surveillance Net-
work (NASN) up to 1972, Nehls and Akland recommended that more stringent cri-
teria be applied when the sampling schedule is every 3rd or 6th day.

For continuous sampling, the origin of the 75 percent criteria is not
clear. Early Federal Air Quality Pub]ications3 used a 50 percent criterion to - '
report summary statistics. Nehls and Akland suggested 75 percent completeness
and a more structured basis for summary statistics, as shown in Table 5; these

criteria require as few as 3402 hourly observations, or 39 percent of the pos-
sible hours. o
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TABLE 5. CONTINUOUS MEASUREMENT SUMMARY CRITERIAZ

Time interval Minimum requirement

3-h running average | 3 consecutive hobr]y values
8-h running average 6 hourly values

24-h 18 hourly values
Monthly 21 daily averages

- Quarterly 3 consecutive monthly averages
Yearly : 9 monthly averages with at least

2 monthly averages per quarter

§.1.3 Characteristics of Air Quality Sampling

Intermittent 24-hour sampling generally follows a fixed systematic or
pseudo-random schedule which is intended to provide representative coverage of
a time period with only a fraction of the total possible observations. By de-
sign, data from intermittent sampling can provide good estimates of an annual
mean, but may severely underestimate the peak values. Trying to improve the
estimate of the peak observation by intensifying the sampling during periods
of high pollution levels is known as episode monitoring. When these unsched-
uled episode data are combined with the scheduled data, bias can be intro-
duced into summary statistics. '

Early intermittent sampling for TSP and other pollutants by the NASN was
biweekly on a modified random schedule which yielded 20 samples a year. Later
the schedule was modified to ensure equal representation for each day of the
week. After 1972, samples were collected every 12th day yielding a maximum of
30 to 31 samples a year. EPA's current recommended sampling schedule for TSP
is once every 6 days. Most agencies seem to follow this schedule. Among 2882
sites with 197§_data that meet the NADB validity c¢riteria, over 60 percent pro-
duced 40 to 60 sampIeé, and less than 10 percent sample more often than 1 in 3
days.

Continuous hourly monitoring, by providing a more complete representation
of air quality, should provide much better estimates of the true annual mean
and short-term peak values. In reality, continuous monitoring is often incom-
plete, and can yield biased estimates of long-term behavior. Missing data of-
ten occur in blocks of consecutive days or weeks. Sometimes a pollutant such
as 03 is monitored during only part of the year; only seasonal statistics are
appropriate in these casas.
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TABLE 6. DATA COMPLETENESS FOR CONTINUOUS SO, MONITORING, 1973
_ ﬁ

' Number of sites
Annual compﬂeténess

Minimum quarterly

completeness (%) <75% >75% Total
25 4l .- 41
26-32 11 - 1 11
33-49 40 4 44
50-66 14 18 32
67-74 2 10 12
75-100 . 84 g4~
Total 108 | 118 224

—

As an example of actual monitoring performance, data completeness for
1873 SO2 data is presented in Table 5. Of 224 sites, only 116 reported 75
percent of the total hourly observations. According to the percentage of com-
p1etehess for 1973, 56 of the 108 sites not meeting the 75 percent annual com-
pleteness criterion had at least one-third of the total observaticns in each
calendar quarter.

5.1.4 Characteristics of Air Quality Data

Air quality data are known to exhibit temporal components gengrally in
the form of diurnal, weekly, or seasonal cycles. The variances for each com-
ponent may be different, thus an arbitrarily selected sample of the entire
series may not yield unbiased, minimum variance statistical estimates if the
sample does not represent each portion of each time component equally.

For example if-a diurnal pattern always shows the highest concentraticons
between 0800-1200 hours, but the sampling does not include any observations
during these hours, simple sample statistics will have a negative bias. A sam-
ple requires temporal balance to be representative. , '

With a seasonal pattern of nonuni formly distributed data, the more extreme
she seasonal variation, the larger the potential bias. In addition, the larger
the sampling imbalance across the seasons, the larger the potential bias. I a
sezasonal pattern shows one quarter with concentrations twice those of the cther
three quarters, the range of possible bias in a mean is 88 percent to 136 per-
cent if one-tenth of the total observations are in a single quarter.
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Temporal balance is essential only if simple unweighted statistics are

" used. Unbiased estimates can be obtained from unbalanced samples by using ap-

propriate sample stratification and.by applying weighting factors. This method
is particularly effective in determining -unbiased estimates for a given sample

- size when the variance components are different within sampling strata,

The problems of unbalanced samples were considered in the establishment
of the original validity criteria for TSP and oiher 24-hour data. The recom-
mendations of Nehls and Akland for continuous data alse considered these prob-
lems. Unfortunately, the current criteria for intermittent sampling do not
ensure balance when sampling more frequently than once in 2 weeks; more strin-
gent criteria or weightihg factors need to be considered. In addition, the
current NADB criteria for continuous sampling may not ensure balance while re-
quiring more observations than necessary. Fewer observations could provide
better estimates if the sampling recommendations were adopted.2

5.1,5 Estimates of Air Quality

The variation in a statistical estimate of air quality depends on the
temporal variation of the data, the size of the data sample, the temporal dis-
tribution of the sample within the year, and how the data are combined in de~
veloping the estimate.

Data completeness has varying impacts on different sample statistics. In
general, the more data available, the better the estimate. For a given level
of uncertainty, however, fewer observations will be needed to estimate a mean
than, say, a maximum value, For data with cyclical components, temporally bal-
anced samples with less data will yield better estimates than unbalanced samples
with more data. With the use of weighted averages, more data will usually yield
better estimates; even if they are not balanced.

Intermittent Data - Nehls and Akland investigated the accuracy of annual
means estimated from systematic‘samp1es. Table 7 shows how accuracy degrades-
with decreasing sampling frequency based on particulate data collected almost
continuously in Philadelphia over 9 years. As e;pected, the percent error in-
creases with decreasing sampling frequency. For a given sampling frequency,
the error for a quarterly mean is approximately twice that for the annual mean.
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TABLE 7. ACCURACY OF PARTICULATE SAMPLING FREQUENCIES AND
S AVERAGING INTERVALS |

-—

3

. Sampling | Percent error compared to daily sampling
: frequency _
(k) days Yearly Quarterly Monthly
2 1.4 2.3 3.9
3 1.7 3.2 6.5
. .4 2.3 . 4.6 . 8.7
5 o 2.7 6.0 10.3
-6 3.2 . 6.5 12.0
17 8.7 10.7 - 15.1
g 3.8 8. sl 18,97
9 : 5.0 8.9 . 16.0
==========L===============L=============J============

Empirical evidence of the effect of sample frequency on summary statistics
is presented in Table 8, based on TSP data from 14 sites monitoring continuous-
1y for 3 years, 1976-78. Estimates of annual averages and annual maximums when
sampling every other day, every 3rd day, every 6th day, and every 12th day are

. compared with the averages and maximums obtained from daily sampling. Errors
of the estimates for the annual maximum are typically & to 6 times larger than
the errors in the mean. Even sampling every other day, the sample maximum un-
derestimates the annual maximum by 9 percent. '

TABLE 8. DEVIATION OF OBSERVED ANNUAL MEAN AND MAXIMUM FROM TRUE VALUES
AMONG 42 TSP SITES, 1976-78

Average percentage error, (%)
Sampling
frequency ‘ Mean Maximum
1in 12 7.1 30.1
1in 6 4.1 22.0
14n 3 2.1 13.6
11in 2 1.9 8.9

_———____—ﬁ——_

Continuous Data - The variability of an annual mean derived from continu-
ous data can be examined by assuming that the data consist of 1 or 2 months of
. complete data in each calendar quarter. This assumption corresponds to the ex- -
treme situations in which the quarterly completeness is 33 percent or 67._per-
cent. :
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Variance of the annual mean Var(x) based on c0mp1efe months of data is

" expressed as - -- -

2 2 .
- var(x) = & (1-1) == - by, (1)

where f is the fraction of months sampled in each quarter (f = n/3 and 1-f is
the finite population correction), n is the number of months in a quarter, and
cz is the variance among true monthly means within a quarter. For simplicity,
the number of days in a month and the number of months sampled per quarter are
assumed to be equal; To generalize this approach, this model could be con-

. structed to consider subsamples of any number of discrete blocks of consecutive

days within each calendar quarter.
The variance of an annual mean based on monthly data defined by Equation 1
depends on the variability among monthly means within a quarter and on the num-

ber of months sampied in a quarter. Thus, for 1 month of data per quarter, the

standard deviation (SD) of the mean is 0.41 times the SD of monthly means. For
2 months of data per quarter, the SD of the mean is 0.2 times the SD of monthly
means.

The model based on monthly data was evaluated by comparing the empirical
distribution of annual means (based on 1 or 2 months of actual data) with the

theoretical distribution defined by Equation 1. Complete 502 measurements ob-

served at the NYC laboratory site during 1973 were used to generate all 8l
possible subsamples and corresponding annu&1 means. Using the average quarter-
ly estimate of variance among months equal to (21. 4) , the estimates of vari-
ance for the sample means using 1 month or 2 months of data per quarter are
(8.8)2 and (4.4)2 respectively. Normal distributions corresponding to these
variance estimates were compared to the histogram based on all 81 possible
annual averagesy there was good agreement, as indicated in Figure 1. This ex-
ample demonstrates that data with one-third of the observations in each calen-
dar quarter can produce reasonable sample estimatas. -

The analysis above assumes that the variance is the same in each sampling
strata (quarter). If variances are different, the sampling period with the
highest variability should have the best sampling representation.

5.1.6 Summary and Recommendations

Data completeness criteria for producing summary statistics are desirable
to ensure representative estimates of air quality. ldeally, different criteria
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should be used to screen data for different uses; however from a practical

. po1nt of view, a single criterion specifying minimum data completeness for gne
statistic (e.q., a mean) will probab1y be used for all applications. The cur-

rent NADB criteria for summarizing ‘data need to be revised. The recommenda-
tions of Nehls and Akland appear reasonable for intermittent data; the existing
criteria are reasonable as long as weighted statistics are used to correct for
the potential sampling imbalance. Methods for specifying the required strata

~ and numbers of observations should be- resolved in future work.

5.2 HISTORICAL COMPLETENESS

5.2.1 Backéround and Purpose

'Important to trend analysis is data base preparation. If one is amalyz- =
ing the trend at only one monitoring site, all data from that monitor can be
considered. When analyzing a group of monitors, a specific time frame repre-
sented by the group should be used, and the historical data completeness of
each candidate monitoring site should be examined to determine suitability for
trends analysis within the time frame. '

~ Since air quality trend analysis focuses on year-to-year variation (as
opposed to within-year variation), emphasis is usually on comparison of annual
statistical indicators derived from complete or “valid" data sets. Thus, the
number and temporal distributions of the annual statistical indicators are im-
portant; this characteristic is termed “historical completeness."”

The data series should be as compliete as possible, but missing values are
permissible. Air quality monitoring does not always produce complete data '
records. Instrument failure and data processing problems are two of the many
reasons for missing data. In many cases, emphasis is on compliance assessment

rather than long-term monitoring. Historical completeness criteria are used

during the data screening process to identify the largest possible data base

" from which a representative sample can be drawn for trend analysis. -

5.2.2 Characteristics of Missing Data_in Trend Analysis

The number of missing values permitted depends on the objective of the_
trend analysis, the trend technique, and the -variance components of the data.

In this context, variance components include error due to incomplete sampling,

instrument error, meteorological fluctuations, and departures of the observed
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. trend from-an assumed underlying patterﬁ. The sensitivity of a trend tech-

niddé improvés with-more data; thus the analyst desires the maximum amount of .

o _.data at_the largest number of sites. The sensitivity also depends on the vari-
ability of the trend. If, for example, a monotonic trend were to exist at a
group of sites, a minimum of two observations saelected at random from each site
would be sufficient to categorize the trend. Similarly, if the analysis cbjec-
tive were to detect a long-term shift without the need to categorize the year-
to-year pattern, a few widely spaced data points would ba adequate. If, how-
ever, the temporal pattefns were more complex or were masked by high data vari-
ability, more data would be needed to separate the ttqnd from other variance
components, and more complete temporal records would be needed to obtain an ac-
curate year-by-year trend.

5.2.3 Historical Completeness Criteria

At a minimum, each site in the trend analysis must have two data points
representing the time series. To ensure that these data points are widely
spaced, the time period may be divided into two segments. For example, if the

. 6-year period 1972-77 were divided into 1972-74 and 1975-77, a site could be

selected if it produced one valid year of data in the first and in the second

time segments; this procedure ensures that data from the start and end of the
time per%od are represented.

A data selection approach often used by EPA is based on the historical
completeness of quarterly data. A criterion commonly used in the analysis of
national trends is four consecutive calendar quarters with valid data in each
of 2 time segments. Because the last one or two quarters of data can be miss=
ing from the most recent years due to late reporting, this approach can yield
more current estimates than the approach based on complete annual data. In
addition, using quarterly data to derive annual summary statistics minimizes
the bias caused by within-year sampling imbalance (Section 5.1).

Using historical completeness criteria can increase the number of candi-
date monitors many fold, and thus help obtain & more geographically representa-
tive sample. Of the 4000 TSP monitors reporting daté to the NADB between 1972

_ and 1977, 2661 met the aforementioned criteria based on valid annual data, and
. 2737 met the criteria based on valid quarterly data. The trend period was di-
vided into two time segments--1972-74 and 1975-77. Using three 2-year time
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segments and valid annual estimates, 1737 would qualify, but only 417 had valid

- annual data in_each year between 1972 and 1977..

If.a representative sample.of stat1ons with valid data for all years is
avai]able, additional sites with m1ss1ng data may not be needed or may only be
needed to improve the detectability of trends or to confirm the existence of
trends by using a larger population. '

5.2.4 Historical Compieteness in Data Presentation

Historical completeness of data is particularly important for graphical
presentations of trend results. Trend lines based on a group of monitoring
stations are cunnnnIy used in air quality analysis. Such an aggregate trend
line must be based on the same number of sites for each data point (e.g., year)
to minimize bias caused by a changing data base; this requirement is satisfied
by using every-year stations or by estimating all missing values. Estimating
missing values is not necessary for trend assessment, but it is for data pres-
entation. .

In general, EPA characterizes the air quality trend in a defined geograph-
ic region using data for n years from m monitors. These data can be arranged
in the matrix: '

Year 1 Year 2 . . . Yearn

Monitor 1 X1 X129 .« x . _xln
Monitor 2 X9y Xoo c e e Xoo

- » - - - - L] - x
i .
Monitor m Xm1 X2 . - e Xon

where value xij occurs at monitor i in year j. The presentation of trends re-
quires an average regional value of x for each year. If the matrix is complete,
a reasonable estimate of the average value for year j is the arithmetic mean
of each column, -

y |

P T = L Xy
Jom 1;

(2)

However, this estimate may be biased if the matrix has missing values.

Two methods have proved useful in estimating yearly means when the data
matrix is incomplete. In the one method, missing values are estimated by
linear interpolation before the column means are calculated. This method
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. produces reasonable estimates when the underlying trend is linear. The other
method assumes each cell in the matrix can be characterized by 2 general linear
model: ' L

xij=u+M'i+Yj+eij o - (3)

where

u is a constant--the grand mean of all the responses which would be
obtained if there were no errors; .

"i is a teﬁﬂfpecuTiar to the ith monitor, and is independent of year;

Yj is a term peculiar to the jth year, and is independent of monitor;
and - . L o . .

€3 denctes the experimental error associated with xij, and it is as-
sumed to be a normal random variable with standard deviation oge.

Computer programs can be used to generate Jeast squares estimates of these
parameters regardless of the number of missing values in the data matrix.
Each yearly mean is estimated as

. | by = u o+ ?J | (4)
Statistical methods are available for détennining confidence intervals for the
yearly means and for the differences between yearly means.

One advantage of the generalized linear mode]l is that it explicitly re-
lates the number of missing yearly values to the unceri@inty of the estimates
of the yearly means. Working backwards through the model, the analyst can
specify a desired confidence jnterval, calculate the number of permissible
missing values, and adjust the data base accordingiy.

§.2.5 Effect of Historical Comoleteness on Trends Analysis

The impact of missing data on trends analysis is empirically examined by
sampling from a group of 30 SO2 sites with 75 percent complete data each year -
of 1974-78. Theoretical 90 percent and 50 percent probability intervals based

" on sampling one-third of the annual means in each of the first 3 years and one-
half in each of the last 2 years are shown in Figure 2. This method of sampling
is analogous to selecting sites independently for each year, and the intervals
show the distribution of means in each year. :

. The smallest variability is in the last 2 years because of the larger num-

ber of observations used to calculate those means. The distribution of means
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is sufficiently variable for a subsample of means to show an incorrect upward
trend. The extremes-occur when a site effect exists and when different sites,

——_are used.at the start and end of the time period. The highest and lowest an-
nual means from the aforementioned subsamples are shown in Table 9.

© TABLE 9. ANNUAL MEANS

| 1974 1975 1976 1977 1978

Lowest |14.5 21.4 11.3 12.9 14.5
Highest | 56.9 56.8 58.7 35.5 37.3

The situation is less ominous if an additional constraint--that the same sites
be used in the first 3 years and in the last 2 years--is imposed as a require-
ment for historical continuity. _
Sampling from a finite population dictates that the distribution of means
for each year of the first 3 years will be independent of the distribution of
. means for 1 of the last 2 years. If there is a site effect, other combinaticns
will be dependent. The most extreme results will occur if the distribution of
means in the first and last years are independent; for examp1é, there is a 25
percent chance that the subsample-derived mean of the first year will be less
than the true value and that the subsample-derived mean for the last year will
be greater than the true value. The extreme value for the first year could be
14.5 and that for the last year could be 37.3, but values for the intermediate
years would counterbalance the extremes at the end years because of the site
effect. Example values for the three intermediate years are 33.7, 42.2, and
14.9, respectively. Thus, historical continuity minimizes the chances of an
incorrect result, But this rare combination of missing values may still pre-
vent the detection of the true downward trend.

5.2.6 Conc1usidns and Recommendations ' -

Historical completeness criteria are useful screening tools for selecting
sites for trend analysis. Historical data should be as complete as the environ-
mental data base will permit in order to establish a representative sample which

: is large enough to detect trends. Trend analysis should keep track of the ex-
. tent of the historical completeness, and ‘'should report separate findings accord-
ingly. Techniques such as linear interpolation and the generalized linear model.
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should be applied to trend data with missing values to minimize.bias due to site
effects for the purpose of displaying graphical-results.

———

5.3
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6. STATISTICAL INDICATORS AND TREND TECHNIQUES

This section attempts to answer two commonly asked questions:’ What is
the air quality? How is it changing? Throughout the section, it is assumed
that the principles and procedures of the previous sections have been follow-
ed; that is, the data sets have been screened for outliers and the sites have
been examined to ensure representativeness. Separate subsections are devoted
to each topic--statistical indicators and trend techniques, but a certain
amount of interplay is involved between the two. For example, when a partic-
ular statistical indicator is used to summarize the data, a natural followup
concern is how this indicator has changed over time.

6.1 STATISTICAL INDICATORS

The term "statistical indicator” is used in this section in a fairly gen-
eral sense to include any statistic which summarizes air quality data for a
particular time period. Technically, a statistic is a "summary value calculat-
ed from a semple of observations."1 For some air quality applications, we may
have not merely a sample but also the entire population; therefore, the comput-
ed value is not technically a statistic. For the purposes of this section,
statistical indicator is used in either case.

This subsection discusses the background and purpose of statistical indi~
cators for air quality, the types of indicators frequently used, what proper-
ties are desirable, and the relative merits of various indicators as well as
future needs.

6.1.1 Background and Purpose -

A continuous air quality monitor can produce a pollutant measurement for
each hour of the day every day of the year. This means as many as 8760 con-
centration values for a single pollutant at a single site. The volume of data
is further increased by the number of pollutants measured at a site and by the
number of sites within an area. Such a quantity of data requires some type of
data reduction to conveniently summarize the data. A wide variety of summary
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statistics could be used. The proper choice depends on the intended purpose
of ‘the information.and on an awareness of the characteristics of the data. .
_ wh11e _many spec1f1c purposes could be listed for air qua11ty statistical
indicators, for most practical app11cat1ons there are bas1ca11y two: (1) in-
dicating status with respect to standards and (2) evaluating trends. An air.
quality standard is an absolute frame of reference for an indicator. If an
air qua11ty statistic is not compared to a standard, it is usually compared to
a value from some other time period under the general heading of trend analy-

sis. A third pufbose is using the statistic as a basis of comparison with data

from other sites or cities; however, most remarks that apply to choosing an in-.

dicator for trend analysis also apply to these comparisans.

An important point in any discussion of statistical indicators is that
many air quality standards are structured in terms of concentration limits not
to be exceeded more than once a year. This places a premium on information 1n
the upper tail of the distribution. Accordingly, the average and median val-
ues commonly used as summary statistics in many fields are often of little in-
terest in air quality data analyses. In fact, only the extreme values may be
of interest for comparisons with standards.

6.1.2 Types of Statistical Indicators

A wide variety of statistical indicators are being used in air quality
data analyses. Some reflect standard statistical choices such as means or
percentiles. The highest or second highest value or the number of times the
level of the standard is exceeded is often used due to the importance of the
higher concentration values in air quality management. For example, the l-hour
NAAQS for CO specifies a level of 9 ppm not to be exceeded more than once 2
year. Thus, the second highest hourly value or the number of hourly values
greater than 9 ppm would equivaiently indicate whether or not the site meets
the standard.

Other statistical indicators represent a compromise between focusing on
the peak concentrations and introducing more stability into the indicator.
These indicators may use either upper percentiles or knowledge of typical pol-
lutant patterns to construct a useful index for trends. Examples include the
average of daily maximum 03 measurements for the 03 season or the number of
times a level (other than the standard) is exceeded. . -
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Although the previously discussed indicators are typically used to sum-

© marize data for one pollutant at one site, they.can be adapted to accommodate

data.far one pollutant at several sites within an area. A further generaliza-
tion is to incorporate data for several pollutants into a single index. To do
this requires some method of normalizing the individual pollutant measurements
so that there is some basis for scaling their relative contributions to the in-
dex value. The Pollutant Standards Index (PSI) is a method for doing this.z’3

An ideal {ndicator would incorporate both air quality data and population
data to provide a measure of population exposure to various airkpo11ution lev-
els., Efforts have been made in developing such measures, but the dégree of
spatial and temporal resolution required for both data sets makes these beyond
the current state of the art. However, simplifying assumptions may be intro-
duced to obtain rough approximatibns for these types of measures.4

6.1.3 Desirable Properties

Certain properties are desirable for a statistical air quality indicator.
Some properties are desirable on a purely intuitive basis; others involve tech-
nical or practical considerations.

Clarity - Because the purpose of an indicator is to convey information,
there is an advantage in using an indicator that is easily understood. Although
understanding is partially a function of the intended audience, simple data pre-
sentations should use mare easily understood indicators than those appropriate
for a detailed examination of alternative control strategies if the more detail-
ed analysis requires a more complicated indicator. Clarity does not necessari-
ly mean that the indicator is simple to compute. For example, the computations
for evaluating the PSI require linear segmented functions, but the final result
is relatively easy to comprehend.

Independence of Sample $ize - Another desirable property, on an intuitive
basis, is that the indicator be independent of sample size. For example, sam-
pling TSP every 6th day commonly results in approximately 60 measurements a
year. Sampling every day of the year may result in 365 (or 366) measurements.
Use of the maximum value, the second maximum, or the number of times the stand-
ard level is exceeded creates a problem with different sample sizes. A site
that samples once every 6th day has only a 1-in-6 chance of measuring the an-
nual maximum; a site that samples every day obviously measures the maximum.

Any indicator that does not account for varying sample sizes can be m1§1ead1ng;
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_ Robustness - A property that should be mentioned is robustness--that is,
the indicator is not unduly influenced by a few outliers. How desirable this

——*property ts—for air quality data analysis depends on the type of study. In

air pollution work, the higher concentrations are often the most important;
therefore, the medxan concgntrat1on may be robust but irrelevant. If the pur-
pose of the study 1s'to examine trends resulting from an overall emission re-
duction, the robustness of the indicator may be desirable.

Precision and Accuracx A statistical jndicator can have all of the
above properties and yet fail to adequately summarize the data. Therefore,
precision and accuracy must be included as desirab1e properties. Accuracy im-
plies that the indicator. is unbiased; precision measures the var1abil1ty of
the estimate. A recent paper by Johnson5 discusses these propert1es for cer-
tain air quality indicators.

Feasibility - A practical evaluation of potential indicators must con-
sider the feasibility of implementing a particular choice. An indicator may
be highly desirable but not feasible to implement due to the present state of
the art or to lack of information in the air quality data bases. This does
not mean that a promising indicator should be ignored because it is difficult
to implement; such a situation can highlight where additional work is needed.

Relevance - After all of the above properties have been considered, the
final test of an air quality indicator is its relevance to the purpose af the
study. Does the indicator sufficiently characterize the data so that the re-
sults may be easily translated into a clear statement of the information in
the air quality data?

6 1.4 Discussion of Candidate Indicators

Cons1deration of all possibilities is not practical when discussing can-
didate indicators. It is more convenient to delineate certain classes of in-
dicators: peak values (highest and second highest measurements), mean values
(arithmetic and geometric), percentiles, exceedance statistics, design value
statistics, multisite indicators, multipollutant indicators, and seasonal in-
dicators.

_ Peak Value Statistics - This class includes indicators such as the maxi-
mum and the second highest concentrations which have been used because they
are consistent with the “onice per year" type of air quality standard. These

in
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are not independent of sample size. For less than everyday sampling, they

'_havé a negative-bias because they underestimate -the true. value. Therefore -

jt—s~difficult to recommend this class of statistics unless an adjustment
is made for sample size. A possible alternative approach is the use of ex-
pected peak values estimated by fitting distributions to the data;s-this ap-
proach yields statistics independent of sample size.

Mean Values - TSP, 502. and N02 have NAAQS's involving annual means (ar-
ithmetic for SO, and N0, 3 geometric for TSP), so the use of an annual mean for
these pollutants is fairly natural. For CO and 03. the annual mean is not par-
ticularly useful for assessing status. Because the primary CO control strategy
involves motor vehicle emission reductions, the annual mean may be adequate for
trend analyses; nevertheless, changes in higher concentrations, should be exam-
jned. The typical diurnal and seasonal patterns for 03 suggest that the an-
nual mean is of Tittle value.

Percentiles - Use of percentiles is one means of adjusting for differ-
ences in sample sizes and affording‘a degree of protection against a few ex-
treme values. If higher concentrations are of interest, little will be gained
by using lower or midrange percentiles. Upper percentiles are more useful;
the 90th, 95th. and 99th percentiles prov1de an adequate range for trends analy-
ses.

Exceedance Statistics - This class of statistics includes both the fre-
quency and the relative frequency that an air quality level (NAAQS or other)
was exceeded. This type of statistic is intuitively appealing, and is rela-
tively easy to understand. If the level of the standard is used, the results
relate directly to status assessment. Statistics involving the recorded num-

_ber of exceedances (rather than the percentage of exceedances) depend on the

sample size; with less than complete sampling, they underestimate the true val-
ue. As with peak value statistics, it would be advisable to use an adjustment

to account for incomplete sampling. This type of correction was incorporated”

into EPA's recently revised 03 standard. "’

A change from one to two exceedances does not mean that the air qua]ity
has become 100 percent worse. Caution is needed in interpreting this type of
statistic because it exaggerates percentage changes. Johnson® considered the
relative precision of exceedances and the 90th percentile for 03 data, and
concluded that the 90th percentile was more desirable for trend analyses.
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Design Value Statistics - For a site that fails to meet a standard, the

des1gn value is the. concentration that must be reduced to the level of the
 _ uStandard for site compliance. Design values computed for sites that meet the
standard would be less than or equal to the standard. The design value is a
‘conven1ent summary statistic, but it is not easy to compute because it may in-
volve factors other than the actual air quality concentrations.8 A1though in-
formative, these statistics are difficult to recommend for general use because
of the complexities of their estimations. . ) :
Multisite Indicators - An indicator that combines data from several sites
(e.g., PSI) can be useful.. A recent paper by Cox and C1ark9 suggests areawide
indicators .for examining trends for reg1ona1-sca1e po]1utants such as 03 A

potential problem with multisite indicators is that data from cleaner sites can
mask higher concentrations at other sites. The seriousness of this problem de-

pends on the purpose of the study.

Multipollutant Indicators - An indicator that combines data for several
pollutants should scale the measurements so that the contribution of each pol-
Jutant is appropriate. The PSI was developed for this purpose, and is recom=-
mended as the standard indicator for these types of app'licat'ions.z’3 It pro-

vides a convenient air quality indicator for daily reporting. A multipollutant
indicator is not recommended for characterizing trends because of the difficul-

ty of interpreting the results; for example, improvement in one pollutant may
mask degradation in another. The Togical step in interpreting the results is
to examine trends for each pollutant. '

6.1.5 Conclusions

When the purpose of the analysis is to compare standards, an indicator
that relates directl} to the standard is needed. For pollutants with annual
mean standards, the annual mean also suffices for trend analyses. For pollu-
tants with only peak value standards, peak value and exceedance statistics

are acceptable for trends if adjusted for sample size; upper percentiles (90th,

95th, and 99th) should also be considered. For pollutants (e.g., 05) with
clear seasonal peaks, statistics based on data for only the peak season are
acceptable. In all cases, the data should be summarized for an averaging time
that corresponds to the averaging time of the standard.

Multisite indicators may warrant further study, particulariy for areawide

pollutants. In national trend assessments, data are available for hundreds of
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sites; but because many subsets of these sites are correlated, interpretation
_ of the results.is complicated. Multisite indfcators could be used to aggre-
—m——e=_ . -gate_the data for appropriate subregions as an intermediate step in evaluating
trends. _

Another area that warrants further attention is the development of popu-
lation exposure indicators. Such indicators could provide not only a useful
technical tool but also an effective means of conveying information to the
general public. o : '

6.2 TREND TECHNIQUES

A qdéstion of interest is whether air quality has changed over time. The
search for the answer results in a variety of analyses categorized as trend as-
sessment. Air quality trends analyses can vary in complexity from a simple nu-
merical comparison of statistics from two time periods to a detailed time-series
analysis incorporating the effects of meteorology and emission control programs.

This subsection is a general discussion of trend techniques for air quali-

.‘ ty data. More detailed information on certain techn;gues is contained in EPA's
Guidelines for the Evaluation of Air Quality Trends. Another useful report,
Methods for Classifying Chamges in Envirormental Conditions, has recently been
prepared in -conjunction with fhe development of EPA's environmental profiIes
effort.tt |

6.2.1 Background and Purpose

Because of the general public's interest in air pollution, questions con-
cerning air quality are fairly common. Air pollution summaries in units such
as micrograms per cubic meter need a useful. frame of reference to make the re-
sult more meaningful. The NAAQS's are one basis of comparison; another is how
air quality values have changed over time, which is a convenient practical way
to provide a perspective on what the numbers mean.

Both the general public and the technical community have a vested interest '
in air pollution control programs, and trends analyses are frequently used to
evaluate the effectiveness of these programs. These analyses can be quite so-
phisticated. For example, ambient CO trends during the mid-1970's in New Jersey
were the result of both the Federal Motor Vehicle Control Program (FMVCP) and

. an Inspection/Maintenance (I/M) Program instituted by the State; this result was
further complicated by the residual impact of the gasoline shortage in 1974-75.
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These factors, in addition to the possible influence of varying meteoroliogy, .
rap1d1y ‘escalated the:level of detail needed in an analysis-snot only with re-.
— ——agpact to-the trend techniques used but also with respect to the types of data
needed.
Another consideration in air qua11ty trends analyses is the scope of the
study. The study may jnvolve data from a single site, or it may invo1ve a na-
tional data sample from hundreds or srousands of sites. A technique that may
be reasonable for an ind1v1dual site may not be feasible for a more extensive
data set.

6.2.2 Types of Trend Techniques

A wide variety of trend techniques have been used for air quality trends
analyses. This section briefly discusses nonstatistical and statistical ap-
proaches.
" Nonstatistical - The usefulness of graphs (discussed in more detail in
Section 8) in any data analysis should not be underrated. At its simplest lev-
el, the purpose of a trend analysis is to determine what patterns are present
in the data. ch--1:olots,]'2 time-series plots, h1stograms, and so forth--all .
carve as convenient guides to the data analyst. In many cases, 2 careful choice
of the proper graphica1 technique suffices to indicate trends. (e.g. Whittaker
Henderson.13 Box- p]ots,14’15 and two-way tab]es 16,17, 18)
A second nonstatistical apwroach is a simple numerical comparison between
summary statistics for two Liwe pericds. This is sometimes modified so that
trends are categorized as "no change" if the change fails to exceed some speci-
fied 1imit. This seemingly arbitrary cutoff may invelve an underlying stati-
stical rationale and an assumed variance component.
Statistical - The statistical technique may merely be a compar1son of two
annual means by using a standard t-test. When a sequence of data values is
available, regression analysis may be used. This may be'either parametric19 or- . .
nonparametmc.14 115 Trends analysis using regression basically assumes a2 linear
trend over time. In many pract1ca1 situations, th1s assumption may not be rea-
sonable, so alternative procedures (e.g., analysis of variance (ANOVA)) may pro-
vide a more flexible framework for indicating change. Because of the time de-
pendencies in sequences of air pollution data, time-series models have been used
for air quality trends analyses. Intervention ana'lys1s is one of the techmques ‘
used to examine control strategies. '
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The above techniques apply to a single series of data points. For analy-
ses of data from several sites, the results at each site may be summarized as
either up or down, and then analyzed as a contingency table; this technique as- .
sumes that the sites are independeﬁt.

6.2.3 Des1rab1e Propert1es

From a practical viewpoint, a desirable trend techn1que would be one which
is intuitively easy to understand, feasible to implement, based on reasonable
assumpt1ons, and capable of providing results that are easily interpreted.

Intuitively Easy to Understand - People are more comfortable if the

. rationale for the analytical technique is intuitively understandable. A tech-

nique may always be implemented on a "black box" basis: the user submits the-
required input data, and the answer appears as the output. For the result to

be usefyl, however, the user must be confident that the technique will work.
This does not necessarily mean that the technique itself must be simple; it
means that the underlying concepts must be easily explained. For example, an
autoregressive, -integrated, moving average model can be presented with a bar-
rage of notations involving forward and backward difference operators. Yet,

the need for a model that incorporates seasonal and diurnal patterns and depend-
encies from one hbur to the next is more easily understood.

Feasible to Implement - It is a truism to state that the best trend tech-
nique available will be ignored unless it is feasible to implement. For air
quality analyses, several considerations are involved in evaluating feasibili-
ty. Because there are limited data histories in many practical situations, the
technique must be applicable to relative1y short time periods (e.g., 2 to 5
years). For an analysis of data from a few sites, one may compute many types
of summary statistics; for national analyses, choices must be 1imited to those
readily available from NADB, which essentially limits the selection to certain
standard quarterly or annual statistics. (Monthly statistics are not stored,
and would have to be computed from raw data.) The number of sites involved
also places practical constraints on the amount of computer time and analyst
time available per site.

Based on Reasonable Assumptions - Every statistical procedure has an un-

derlying model requiring that certain assumptions be satisfied. These assump-

" tions should be met by the air quality data for a test to be useful; therefore,
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the stipulations should be structured so that the air quaT'ity data can reasona- .
bly be expected to meet them. '
Results Easily Interpreted - After the analysis is complete, the success’
———=—of a techmigue depends on whether the results can be easily interpreted. This
ic one advantage of a statistical technique, as opposed to 2 nonstatistical
technique, for assessing change. The probability assigned by the statistical
procedure is an aid in interpreting the results; it also affects the type of
statistical technique that should be used. For instance, if the annual rate
of change is the variable of_practicaTlihterest. a procedure such as régres-
sion should be used since this is the type of information 1t.prodﬁces.

§.2.4 Discussion of Candidate Technigues

Important in any discussion of candidate trend techniques for air quality
data is the interpretation of the final result. B8ecause of the strong season-
ality of certain poliutants (e.q., 03). the question of interest often involves
trends for a particular season. From a practical viewpoint, if the effective-
ness of a control strategy is of concern, only the peak months of the year may
be of interest. Because the NAAQS's are stated in terms of annual status as-
sessments (with the exception of Pb, which is quarterly), analyses are often in .
terms of annual summary statistics. Use of an annual summary statistic reduces
" the number of data points available for the analysis; but if the trend in this
summary statistic is the item of interest, the analysis should be structured
around the statistic.
The remainder of this subsection priefly discusses broad classes of trend
techniques, and indicates comparative strengths or weaknesses.

* @raphical Procedures - Graphical presentations (discussed in more detail
in Section 8) are included here to emphasize that they are a useful first step
in any data analysis, not merely a final step for presentation purposes.

Numerical Comparisons - A simple comparison of summary statistics from two
time periods is of minimal use in most cases because it provides no frame of i
reference for what is a normal change from one year to the next. Any underly-
ing statistical rationale for categorizing changes as up, down, or as no change
should be stated in the analysis. If the results of these comparisons are ag-
gregated over many sites for a contingency table analysis, they are acceptable.

‘sratistical Comparisons - Statistical comparisons may be made using .
either parametric or nonparametric techniques. A typical parametric teéhnique

6-10




would be a t-test to compare 2 years of data, although the presence of sea--
sonality may artificially inflate the error term and reduce the sensitivity of

. the~test. Nonparametric tests may .be used to avoid the assumptions that the

errors are norma]]y distributed. The Wilcoxon signed-rank test allows for sea-
sonality, and is therefore a useful nonparametric technique. Aligned-rank

tests have Begn sdggééted for assessing changes in environmental data;ll'how—

ever, experience with these tests for ambient air quality trends is limited at
this time. _ - o - ' '

Regress?on - Both parametric and nonparametric regressions provide an es-
timate of -the rate of change as well as a statistical significance test. In
assessing air qualitj'frends. the rate of change is often important -because it
relates directly to the effectiveness of a control strategy rather than simpiy
stating whether an increase or decrease has occurred. Because of seasonal pat-
terns in the data, regression is normally applied to an annual statistic or a
sunmary statistic for the peak season; this is a disadvantage since only one
value a year is used. Regression also tests for a linear trend, which is use-
fu] either when the user is interested in a linear trend or in & relative mea-
sure of net change over the time period; but if a finer resolution of the pat-
tern is desired, regression may not be adequate.

Analysis of Variance - The general class of analysis of variance (ANOVA)
models offers considerable flexibility for trends analysis. The user can in-
troduce month, season, and year terms into the model if a single site is being
examined. For an areawide analysis, a site-effect term can be added as well as
interactions and even covariates. ANOVA is not restricted to Tinear trend as-
sumptions, and multiple comparison tests are available to test for significant
differences among effects of interest.

Time-Seriés Analysis - A basic assumption in many statistical techniques
is that successive measurements are independent--that is, the value of a par-
ticular measurement does not depend on past measurements. In view of the ~
diurnal and seasonal patterns often present in air quality data, one may use
time-series techniques for these problems. Applications of time-series tech-
niques for air quality analyses have used Box-Jenkins techniques,20 Fourier
ana]ysis,_21 and polynomials to remove the seasonal components.22 Intervention
analysis techniques seem appropriate for examining control strategies and other
types of 1ntervention.20 while these techniques have the advantage of PPOdUCj
ing more information, they are also more difficult to apply; consequently, it
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is difficult to recommend them for routine large-scale analyses.

6.2.5 éonclusions_

A .

.

. Agﬁgﬁg‘present time, it does not seem feasible to recommend specific trend

techniques. Since trends analyses are done for different purposes, the level
of resolution required in the answer may vary from a simple up-down classifica-
tion to an actual determination of the percentage improvement associated with

a specificvcohtro] strategy. However, it does seem advisable to encourage the
use of statistical tests as an objective means of classifying trends.

Areas that warrant further examination include the interventipn/time?series

approach to see if the implementation of this type gftanalysfs canfbe simplified
so that its use can become more routine. Also, more experience is needed in ap-
plying the aligned-rank test to air quality data. )
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7. INFERENCES AND CONCLUSIONS

This section focuses on the problem of identifying cause-and-effect rela-
tionships after a statisticaily significant trend or difference between data
sets has been'deteroined Previous sections have discussed the problems of

data completeness, historical trends criteria, precision and accuracy of data,
" screening data for outliers, siting and representativeness, statistics for

analyzing air quality data, and trend techniques. Assuming that all of these~
problems can be resolved in a particular analysis, the problem of interpreta-

tion remains.

7.1 BACKGROUND

At the present time, most air quality data available for analysis are
submitted to NADB. The major enhancement to this system is the current de-
signation of NAMS--a refined national monitoring network in areas with large
populations and high pollutant concentrations. Each NAMS will meet uniform
criteria for siting, quality assurance, equivalent analytical methodology,
sampling intervals, and instrument saelection to assure consistent data report-
ing among the States.1 Precision and accuracy data wi]] be available with the
air quality data for the first time.

Though the enhancements achieved through the monitoring regulations will
provide a much sounder national air quality data base for decisionmakers, the:

data are still seriously deficient in determining cause-and-effect relation-

ships between air qua]ity, emission changes, meteorology, and the impact of un-
anticipated events such as fuel shortages. Explaining the causes of air quali-
ty changes is difficult without information to supplement basic air quality ]
data. For example, what is the impact of a local, regional, or national gaso-
line shortage on ambient air pollution levels? What is the probable impact of
fuel switching or tampering with automotive emission control devices on air
quality levels? '

A case in point is the recent controversy over 0 trends in Los Angeles.
A significant increase was observed in 03 Tevels between 1977 and 1978. An
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attempt was made by the South Coast Air Quality Management Distr'ict2 to deter-
mine how much of the increase was due to meteorology; they used a meteorologi-

~cal jﬁggg;geve1oped by Zeldin;® stated that a significant increase in 0O, levels

remained after they had adjusted the data for meteorology; and speculatively
attributed it to the breakdown of catalytic control devices. What was needed
was concomitant information on emission changes; independent estimates of fuel
switching, tampering, and so forth; and more complete meteorological data.

The problem in making inferences and conclusions is largely the lack of
supplemental information needed to interpret air quality data analysis and
trends. This lack could be improved in two ways: (1) the data analyst could
try to find concomitant information (e.g., weather data collected at airports
by the National Oceanic and Atmospheric Administration), or (2) a long-term
solution would be to apply the principles of experimental design and enhance
the NAMS in two or more major urban areas with supplemental information on
meteorology and emission changes. The first approach-is discussed in the fol-
lowing section on case studies, and the second is discussed in the section on
long-term solutions.

7.2 CASE STUDIES

Over the years, a number of attempts have been made to explain ambient
air quality trends in terms of changes in emissions, meteorological conditiens,
or instrument measursment practices (e.g., changes in laboratory procedures or
calibration). The approach can best be illustrated by examples, 2as in the fol-
lowing four case studies.

7.2.1 Comparison of SO§ Trends and the %S Content Regqulations in Distillate

~ and Residual Fuel 011 in Bayonne, N.J.

The impact of regulations for controlling the sulfur content of fuels on
ambignt SO2 levels was illustrated in Bayonne, N.J., by comparing ambient 202
levels with the effective dates of regulations limiting the sulfur content
(Figure 3). The EPA report4 which presented the analysis stated that the im-
provement in 502 air quality at_this site can be attributed primarily to regu-
lations which became effective in New Jersey and New York during 1963-72. The
trand at the Bayonne site is consistent with the national trend in 30, during

this time period,4 and is probably due to changes in the allowable §u1fur con-
tent of fuel. : ‘ -
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Comparison of 50, trends at Bayonne, N.J., with regu1at1ons
governing % sulfur content in fuel.
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. . The analysis ¢ould have been improved, and the conclusions strengthened
if appropr1ate meteorolog1ca1 data had been available to be treated as a co-
variate.  As it standsy however, the graphical presentation ‘suggests a reason-’

———=3ble cause-and-effect relationship between the decreasing levels of SO2 and
the increasing restrictiveness of regulations 1imiting the sulfur content of

. fuel.

7.2.2 Imgact;of Gasoline Shortage on €0 in Richmond, Va.

An analysis of co data in Richmond, .Va., illustrates the problem of in-
terpreting ambient data. In 1974, an EPA ana1ysis5 was undertaken to evaluate
the effect, if any, of the energy crisis on CO levels. The CO monitoring site
in downtown Richmond was representative of the influence of commuter traff1c
patterns.

The period of time chosen for the analysis was the last 4 weeks (28 days)
of January and the & weeks of February. This time period was expected to re-.
flect the most severe period of the gasoline shortage and to minimize the po-
tential anomalies in traffic patterns associated with the Thanksgiving, Christ-

. mas, and New Year's holidays. The windspeed datz recorded at the R. E. Byrd
International Airport served as an approximate indicator of the windspeed at
the site. The data were presented as weekly averages to compensate‘for'the
differences in daily traffic patterns (Table 10).

TABLE 10. WEEKLY AVERAGE CO CONCENTRATIONS (ppm) AND WINDSPEEDS (mph)
IN RICHMOND, VA, JANUARY 4-FEBRUARY 28, 1974

6 to 9 a.m.
and Average
Hourly Daily |4 to 7 p.m.} daily
Week average | 8-h max. average |windspeed

1/04-1/10 | 2.92 4.45 4.50 5.90
1/11-1/17 | 1.94 3.13 3.18 7.87
1/18-1/24 | 3.07 4.79 4.52 6.63
1/26-1/31 | 2.88 4.56 4.20 | 6.21
2/01-2/07 | 2.28 3.54 3.56 - 7.24
2/08-2/14 | 2.31 3.76 3.40 8.06
2/15-2/21 | 2.08 3.09 3.00 9.13
2/22-2/28 | 1.73 2.81 2.82 9.67

The CO data showed a downward trend during this 8-week period; however,
. the average windspeed increased during this period (Figure 4). The decline
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Figure 4. Weekly average CO and wind speed in Richmond, VA
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from January 4 to February 28, 1974.
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' . in CO levels may, therefore, have been due to the increase in average wind-

speeds, which is indicative of greater dilution.

The interdepenﬂéﬁéé was seen in the statisticai analysis of the data. If
the change in windspeed was ignored, four parameters--daily average, maximum 8-
hour average, rush-hour average, and nonrush=hour average--showed statistically
significant decreases, although the rush-hour decrease was less apparent in the
averages. These findings were basad on ANOVA. When windspeed was introduced
into the analysis as a covariate, using_analysis of covariance, none of the
changes in the above parameters were signﬁficant. Therefore, although the data
at this site 1n§icated a decline in CO levels during this period, the associat-
ed increase in windspeeds made the cause of the decline difficult to assess.

Failure to detect significant trends after adjusting for windspeed is not
entirely unexpected. The variabi]ityiassociated with CO measurements and the
relatively brief duration of the gasoline shortage make it possible for the ef-
fect to go unnoticed, unless the monitoring site itself was in precisely the
right location to detect changes due to alterations in traffic patterms.

This example illustrates one problem in trying to use data collected for
one purpose for yet another purpose. The assumption that the windspeed at the
airport reflects the windspeed at the downtown Richmond site may not be cor-
rect. Ideally, the windspesd should be measured at the CO monitor so the ana-
lyst could be more confident in interpreting the results.

——

7.2.3 Trends in €O in New Jersey

An analysis of CO data in New Jersey illustrates an attempt to relate
statewide CO trends to gasoline consumption. Figure 5 was prepared by the N.J.
Department of Environmental Protection to §1lustrate the progress made in re-
ducing State CO levels from 1972 through 1976.5 The dates for the initiation
of the two phases of their inspection/maintenance (1/M) program are shown.

New Jersey indicated that CO levels continued to improve despite an overail in=_
crease in gasoline consumption.

while progress in CO levels is clearly evident, the effectiveness of the
New Jersey I/M program is confounded with the overall effectiveness of the CD
emission reductions attributed to the Federal Motor Vehicle Control Program
(FMVCP). Ideally, it would be desireable to separaie the effects of the two
control progfams; this could be accomplished with a designed experiment. Con-
comitant meteorological data would be desirable to determine if changes in
meteorology would aid in explaining the statewide CO trend.
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. 7.2.4 The Central Plains Drought

On February 24, 1877, the extremely dry soil conditions in the Central

P1a1ns and a strong frontal system resulted in dust being stirred up and trans-

———— .

ported east. Figure 6, a modified box- plot, shows peak TSP levels in Region VI
(Central Plains) by quarter from 1972 through 1977; the dramatic increase in
the first quarter of 1977 is obvious on this graph. Monitoring sites through-
out Texas, Oklahoma, and Arkansas reported high TSP levels during this February
duststorm. Several sites recorded daily values of more than 1000 ug/m3; a sin-
gle value of this magnitude would increase the annual geometr1c mean at a site
by 10 percent.ré
th this example, the high TSP levels reported throuahout Texas, Oklahoma,

and Arkansas are substantiated by satellite pictures taken February 23-25, 1877 ~

(Figure 7).

7.2.5 Conclusions and Recommendations

With the existing NAMS network, the best an analyst can do to facilitate
the interpretation of air quality monitoring data js to seek other sources of
information to help explain why an air quality trend has or has not taken place
or why there is a significant difference batween sets of data. The four case
studies illustrate the importance of meteorology, emission changes resulting
from control programs, and the impact of extraordinary events (e.g., the dust-
bowl of February 1977). A long-term solution js application of the principles
of experimental design to the collection of air quality and appropriate con-
comitant meteorological data.7 Such a solution 1is discussed in the following
section.

7.3, LONG-TERM SOLUTIONS

One solution to the problem of trying to assess the effect1veness of EPA's
control programs would be to select two or more urban areas and to collect con-
comitant information on a continuing basis to aid in answering both ant1cipated
and unanticipated questions about effectiveness. The objective would be to de-
termine cause-and-effect relationships between air quality and emissions after
isolating the effects of meteorology; these relationships could be determined
if data could be collected to estimate the impact of gasoline shortages, fuel
switching, automobile control device tampering, contributions of various sources,
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changes in instrument calibration, degree of human exposure, extent of fugitive

dust, and so forth.

Air quality, monitoring, and emissions data would be collected according
" fo an experimental design to test stated hypotheses. Each of the criteria pol-

lytants--TSP, 502. co, 03, and Noz--wou1d be measured in the two or more urban

areas along with IP and sulfates.

Sources of emission changes to be consider-

ed in developing the experimental design include but are not limited to: (1)
changing economic conditions; (2) increased or decreased refinery capacity; (3)

fuel switching; and (4) growth patterns (e.g., the number of dry cleaning estab

1ishments). .
At a minimum, experimental designs would use analysis of variance (ANOVA)
and the analysis of covariance (COVA) to test hypotheses, and would use confi~
dence ‘intervals about means in question to display significant findings. Other
appropriate statistical techniques would also be used to test hypotheses.

A contract has been let to explore this long-term solution in greater de-
tail. The objective is to pose policy questions and then to determine what
supplemental information would be needed to answer the questions in two or more

urban areas.

The associated costs are also to be determined. When the report .

on this contract is completed, its principal findings will be summarized and
appended to this report. ‘
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8. DATA PRESENTATION

The purpose of thie section is to review well-aestablished data presenta-
tion techniques applicable to eercmetric measurements and to provide guidance
on selection of the forms most su1tab1e to the scope of the problems to be
analyzed. Selection is based on criteria such as audlence app1icab111ty,
spatial and temporal classification, and avai1ab111ty of computerized statis-
tical and graphical resources. Therefore the d1scuss1on is focused on (1) -
the fundamental concepts to be displayed, (2) chart types, (3) input data
forms, (4) statistical classifications, (5) audiences, (6) caveats/enhance-
ments, and (7) available plotting resources. Finally, displays that meet
these requirements are included.

8.1 CONCEPTS TO BE DISPLAYED

A simple but accurate presentation of statistical measures of large data
bases or parametric relationships contributes greatly to the reader's under-
standing of the data. The most common displays of data on air quality and -
source emissions include (1) current status of the pollution problem, (2) sta-
tistical or descript1ve trend, (3) impact of one or more parameters on another,
(4) comparison of two or more groups or classes for a specific parameter, (5)
relation of component parts to the whole, and (6) spatial and temporal patterms.

Statistical measures may be chosen not only from individual monitoring-site
or emission point-source populations of averages, medians, percentiles, maximums
or standards exceedances but also from aggregates (weighted or unweighted) of
these sites on a city, county, region, state, national, or global scale.

Data presentation should be carefully planned. The charts or graphs, as
well as the statistical displays, may be easily distorted (intentionally or
unintentionally) by compression or expansion of scales, by nonuniform or broken
gridding, by line and shading optical illusions, and by cluttered or complex in-
formation. The following subsection introduces the most frequently used dis-

plays.
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CHART TYPES AND USES

™y

-
-l

.1 Tabular.Summaries

————e— . Symmarizing data in tabular format is an important first step in data
analysis. The validity and accuracy of the data should be certifiad befcre
applying summary techniques. The tabular summary provides a permanent record
of the individual data items which can be further analyzed in future research
projects. _ ) )

Aerometric examples .of this form are NADB's monthly listings of hourly
air quality vaIugsvénd yearly listings of {ntermittent (daily or composite)
values. These data are also summarized by NADB in the vearly and quarterly
frequency distribution listings. Similarly, point-source emissions catz are
submitted to NADB by. the National Emissions Data System'(NEDS).

_ Tabular summaries provide comparisons of several parameters categorized
at one or more levels., Examples are listings of TSP, SOZ’ and.NO2 by day of
the year {Table 11), weekly TSP/maximum values at several monitoring sites

| (Table 12), and TSP monthly averages by site type {Table 13). |

. finally, either certain gualitative measures may not be readily applica-
ble to graphing or more information js provided in a smaller document. Cne
exzmple is a display of current attainment status and trends using & variety
of symbols and colors, as shown in Figure 8, S

Tabular listings or summaries should be 1imited in most cases to technical’
support documents. For regional or national publications, these summaries
should be limited to comparisons of one or two parameters and about five class-
es or categories. Tedious or complex tables often contribute to the reader's
confusion and misunderstanding; moreover, descriptions of statistical tech-
niques used in producing these tables are often either left out or Timited in
the text discussion.

8.2.2 Point Charts

Point charts are used primarily to describe situations where scatter or
- clustering are important. Since these displays for large data bases would be
almost impossible to draw manuaily, computerized techniques have been applied.
Rapid display of data to detect outliers, parametric relationships, or data
‘ distribution is clearly a benefit to the statistician. Common uses are corre-
lation or cluster analysis (Figures 9 and 10), plotting air quality concen-
trations by year (Figure 11), and comparison of air quality for several
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TABLE 11. MULTIPLE PARAMETER LISTING, 1979, wg/m?

——

we-« .. " Yr/mo/day | TSP | S0z |NO. -

79/01/701 1125 | 35| 45

79/01/02
79/01/04 | 86

-

43 | 52

50

79/12/31 | 145 | 83 | 96
P I E— —

WEEKLY TSP MAXIMUMS AT CITY SITES, 1979, ug/m’

TABLE 12.
Sites

Week City |City
beginning | 4th & Market | 6th & Vine |18th Jackson max | avg
Jan 7 - 120 50 - 70 120 80
Jan 14 : 163 ' No sampling 99 163 | 131
Dec 29 103 | 52 63 103 | 73
1979 Max 236 i 99 136 236 | 187
125 77

TABLE 13. REGION 5 MONTHLY AVERAGES BY SITE TYPE, 1979, ug/m’

Commercial Industrial Residential

Remote
Month | Sites | Obs | Avg|Sites | Obs | Avg|Sites | Obs | Avg|Sites | Obs | Avg
Jan
Feb -
- ;
Dec
Total

:




a/ Status based on annual

mean

only

Figure 8.

Status and trends in air quality in Colorado.
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. . categories (Figure 12).

Point charts usually are accompanied by some "best-fitting" solid line to
describe annual trend-or diurnal or seasonal pattern. ‘The integrity of the in:

dividual points is the foremost reason for displaying data in this way.

8.2.3 Line or Curve Charts

-The 1ine or curve chart is perhaps the most widely used method of present-
ing summarized data graphically. The chart is also the most easily constructed
menually. The most common uses in displaying air quality or emissions data are:

1. Data coverage over a long time period (Figure 13).
2. Emphasis on movement rather than cn actual amount {Figure 12:.

2. Comparison of several series (same measurement unit) cn same chart
(Figure 15).

4, Trends in frequency distribution; e.g., population exposure
(Figure 16).

5. Use of the multiple amount scale (Figure 17).

§. Estimates, forecasts, interpolation, or extrapolation (Figure 18).
p

3.2.12 Surface Charts

The simple surface or band chart depicts a single trendline with shading
or crosshatching filling in the area between trend and base lines to .enhance
the picture of the trend. Thus, in this chart type:

1. The magnitude of the trend is emphasized,
2. A cumulative series of components of a total trend is depicted, and
3. Certain portions of the chart are accented for a specific purpose.

Figure 19 exemplifies classification of CO data by concentration level and by
number of monitored days.

8.2.5 Column/Bar Charts

Column/bar charts are intuitively simple for most readers to follow since
they accent discrete dates or categories with c0mpar&tive heights of the columns/
bars for one main statistic.‘ The primary purpoée js to depict numerical values
of the same type over a given time period (i.e., multiple yeaks), as shown in
Figure 20. Other uses are: -
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Figure 14. Oxidant trends adjusted for meteorology.
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1. Comparison of numerical values of the same type for several cate-
gories. (Figure 21), .

- 2. __Comparison of two or three independent series over time such as

———

gFBupeg columns, subdivided columns, and three dimensions (Fig-
ure 22),

3. Display of increases or decreases, losses or gains, or deviation
from requirement or norm (Figure 23),

4. Disp]a} of ranges of maximal and minimal values for a series (Fig-
gure 24). - T ’ ;
The wind rose is a familiar application of the bar graph in circular form
(Figure 25). o ' . -
Caveats to be considered in preparation of these charts are irregu]ar
time sequences, spacing between columns/bars, scale breaks, shading, and the
ordering or sequencing of items represented by the columns/bars.

8.2.6 Pie/Sector Charts

The familar pie/sector chart in the form of a circle compares component
parts, and shows their relation to the whole. Source emission categorization
lends itself well to this chart type (Figure 26), as does population exposure
(Figure 27). The pie chart is often used with line, column, bar, or map dis-
plays to exhibit geographic or categorical components of trends.

8.2.7 Map Charts

Map charts are attention-getters, and they are most app]icab1e to en-
vironmental statistics, especially air quality. National, regional, State,
county, and city maps may depict formation and transport of air pollutants in
a real-time, dynamic sense. Moreover, within boundaries, current year-of-
record and trends may be shown through isopleths, symbols, or shading. Fig- -
ures 28 and 29 demonstrate two applications of the treatment of data in the
dynamic (isopleth) and static modes.

8.2.8 Three-Dimensional Charts

Advanced computerized graphic techniques have made the three-dimensional
chart type a viable alternative to three-way tables and to restrictive two-
dimensional plane representations. The most significant applications have been
to dispersion modeling and contour mapping (Figure 30).
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Figure 22. Number of days per year that the TSP primary
“ gtandard or alert level was .exceeded, Colorado.
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Figure 23, Regional changes in metrdpo]itan population exposures to
excess TSP levels, 1972-1977 (width of each regional column is
proportional to its metropolitan population).
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Figure 27. Air quality status (TSP) and trends in 25 largest urban areas in
EPA Region 5. Pie chart depicts the percent of population exposed to levels
greater than HAAQS for TSP in Region 5. Bar chart is estimated number of
people exposed to these exceedances on a state-by-state basis. - )
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Figure 28. Isopleths of TSP concentrations (ug/m?®)
in EPA Region V and Iowa for October 15, 1976.
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8.3 CLASSIFICATION OF DATA

One of the early goals for standardizing the codes to be app11ed national-
1y to air quaIity monitoring sites was selectivity for analysis. The SAROAD
codes provide time classification, genera] geographic c]assif1cat1on and site/
ne1ghborhood classification. However, only the first two are currently avail-
able at NADB for user applications. A profile of environmental quality on any
geographié basis will require more unique ways of data classification and
analysis in the future, .

8.3.1 Time Categofies

0veral1 the NAAQS's dictate the following categories as most important:
year (TSP, SOZ, NOZ), quarter (Pb), day (TSP, SOZ) 8 hours (CO), 3 hours (502)’
and 1 hour (0 , C0). However, trends analysis techniques could require classi-
fication by hour of the day; day of the week; week; and month for muitiple year
compartsons. Autocorrelation techniques may require other nonstandard time in-
tervals and hence a more flexible data base retrieval system. Research needs
will require further analysis of long- and short-range transport, and time se-
lection will be critical for trajectory analysis. |

8.3.2 Geographic Categories

Summary statistics are usually retrieved from NADB on a monitoring or
site point-source basis. All individual sites may be retrieved for a city,
county, Air Quality Control Region (AQCR), and State for a given time span.
Aggregation statistics are not yet standard selection options, except in
special computer routines not available to all users. Nationwide reports
either summarize individual site statistics for all States or select certainm
geographic regions, urban areas, or special interstate areas. Likewise, re-
gional and state reports aggregate individual site statistics from all sites
or from selected counties or cities. Multicounty, county, and city agencies
have more opportunity to deal with specific subcounty areas in annual quali-~
ty reports.

8.3.3 Site[Neighborhood Categories

 This largely unexplored categorization has the potential to be a most in-
teresting sunmary in future regional and national reports. It is now a part
of the National and Regional Environmental Profile (NREP) effort. The new
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, . monitoring regulations require that sites be classified according to neighbor-
hood and monitoring objective. Site types published previously were industrial,
_ coﬁmeréiél, residential, and agricultural within céhtgr ¢ity, suburban, near )
———=urban, rural, and remote areas. The new classifications are microscale, middle
scale, neighborhood scale, and urban scale. Once established, NAMS will be

categorized and summarized in any of the classification schemes.
8.4 INPUT PARAMETERS, DATA TRANSFORMATIONS, AND STATISTICAL COMPARISONS

Table 14 outlines the details of data types which could be sumnarized.
Note that effort was made to delineate individual air quality and emissions
statistics from aggregate statistics and counting summaries. ~Counting sum-
maries are generally used internally as management tools. '0n1y a few such
summaries should be related in RNEP's or in reports to the Administrator. Much
work remains on standardizing data transformation techniques. In addition,
the techniques of maximum-likelihood estimation, application of the general
Jinear model (GLM) regression and analyses of variance, and spectral (time-
series) analysis could be applied in more cases than they are presently.

. 8.5 AUDIENCE APPLICABILITY

The most fmportant consideration in data presentation is applicability
to a specific audience. For example, the report to the Administrator may
cover not only air quality assessment but also the end results of EPA pro-
grams and regulatory policies. The data needs are national in scope for the .
environmental assessment, perhaps with highlighted urban aréas on criteria
and noncriteria pollutant issues. Both air quality and emissions data, cur-
rent status and trends, would be given on a national and possibly a region
basis; this level would reqhire more graphic presentation than a technical/
management report--?or example, a graphical summarization of data resulting
from singular national events (volcanic eruptions or widespread duststorms).

A report to the Regional Administrator may be merely a subset of the re-
port to the national Administrator, but with emphasis on regional policies.
The summary statistics are usually given state by state, by selected major ur-
ban areas and by regions.

Reports to other govermment agencies and in response to congressional and

. . (to a large extent) public inquiries are usually limited to specific areas
throughout @ State. Environmental profiles provide an easily understandable

8-30



TABLE 14. OUTLINE OF INPUT PARAMETERS, DATA TRANSFORMATIONS, AND
- STATISTICAL COMPARISONS
-——=— ° ~~Irdividual (“raw") air quality data
A1l hourly concentration values
A1l daily concentration or "index“ va]ues
Maximum/minimum site values
Average/median site values
" Quantiles by site
Individual emissions data
Process
Stack
‘Plant
Aggregate air quality data for given category
Maximum/minimum values T T e
Average or median of maximum/minimum data values -
Weighted average/median of averages/medians
Maximum/minimum quantiles (e.g., max all 90th percentiles)
Average/median quantile of 1ike quantiles
Aggregate emissions data for given category
Maximum/minimum process
Maximum/minimum stack
Maximum/minimum plant
Average/median process
Average/median stack ‘ .
Average/med1an plant
Counting summaries for given statistic
Number of sites, cities, counties, States, reg1ons
Number of processes, stacks, plants, cities, etc.
Data transformations
Distributional (e.g., Weibull, logarithmic)
Regression
Analysis of variance (ANGVA)
Spectral analysis and smoothing techniques
Example statistical comparisons by site, geographic, and time categories
Total number of pollutant sites
Number of sites exceeding annual standard
Number of sites exceeding short-term standards
Counties with data
Counties exceed1ng standards
Days exceeding primary standard _
PSI class distribution - -
Site averages by year
City averages by year
Counties (urban areas, etc.) with significant pollutant trends up,
- down, no change
Emission estimates by major source category
Emission density vs. population and land use
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) . graphic¢ summary of envi ronmenta1 status and trends, and solve the prob'lem of

repet1t1ve requests. :

Air quality standards “v1o]ations“ and trends on a pollutant/county or
urban area basis (using colored maps) are the main tools of the RNEP effort.
The most common question--Where are the least polluted areas of the United
States?--has not been addressed directly in EPA reports because of the com-

" plexity of issues regarding sufficiency, representativeness, and comparability
of data. However, profiles with an added impetus to incorporate the PSI will
at least 1ndirect]y address this issue. - '

Scientific and technical audiences may have stringent requirements for
level of data summary and documentation of the statistical analysis techniques.

8.6 CAVEATS AND SUEGESTIONS

The following should be considered in planning graphics displays:
1. Descriptive or statistical parameters required?
2. Time to develop a summary from individual data?
. 3. Cost for preparation of graphics?
| 4, Data qua]ity assured, valid, and carefully analyzed?
5. Proper emphasis on purpose of éhart?
6. Chart not too light, heavy, confusing, complex?
7. Color/shading required?
8. Lettering styling and size appropriate?
9. Scale heights distorted?
io. Data gaps'in chart trested correctly?
11. Too much gridding and/or lettering?
12. Grid units appropr;'iate?
- 13.  Grid points clearly identified?

14. Use of pictorial symbols and descriptive titles?

. 15. Chart self-explanatory?
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8.7 AVAILABLE PLOTTING RESOURCES

Graphic display packages are évai1ab1e at both the USEPA National Com-

"Euter Center'(ﬁct),z Research Triangle Park, N.C., and the Washington Computer

Center (WCC) Washington, D.C. “Stand-alone" systems include Integrated Plotting
Package (IPP), Harvard Graphic, Tektromiz, Calcomp, and Statistical Analysis Sys-
tem (SAS). Subroutines are available for user program interface under most of
these systems, Current1y; statistical analysis and graphics programs developed
in some EPA Regional Offices are being documented for use by other regions;

these include PSI, box-plot, and pollution/wind roses.

8.8 GUIDANCE FOR SELECTION OF CHARTS

No single standardized 1ist of charts should be mandatory for displaying
aerometric data; however, the following steps should be used to guide the selec-
tion of the most relevant charts.

1. Will the audience be interested in technical details and require
follow-up documentation concerning both data base and data analysis
methodology? If so, individual data or tabular summary may be suf-
ficient. If graphics are needed, see steps 2- 12 below.

2. Select the geographic scale of the summary: national, regional,
AQCR, SMSA, county, urban area, city, townsh1p, or monitoring
s1te/source.

3. Select concept to be charted: trend, current status, parameter(s)
vs. parameter(s), ane parameter vs. several categories, composi-
tion of components, or maps.

4. Select time class: hour of day; day of week; month; calendar
quarter; season; year; or multiple year,

5. Select period of analysis: start year/month/day/hour and end year/
month/day/hour.

6. Se]é&t statistical summaries: individual, summation, or aggregation.

7. Select statistical analysis technique: descriptive statistics; dis-

tributional; regression; ANOVA; spectral analysis; or trend analysis. ~~

8. Select site type, if desired: industrial, commercial, residential,
and so forth.

9. How can the analysis be accomplished? Manually (small data base),
hand calculator/computer, or large computer,

10. If a computer is necessary, are there statistical analysis and/or
graphics systems available? Check NCC, WCC, and Regional Office.

8-33




: . 11. Retrieve data according to selection criteria above.

12, In preparation of the chart, follow Section 8.7 caveats.
———e=g g SUMMARY AND RECOMMENDATIONS

This section discussed established data display techniques applicable to
aerometric measurements, and provided guidance for determining the formats most
suitable for the concepts to be displayed, the audience applicability, the in-
put data classification and analysis, and the plotting resources. The discus-
sion was limited to data resulting from the air monitoring and emissions inven-
tory processes. The purpose of such data is to provide quantitative insights
to help abate é%r pollution, manage natural résources. plan envirohmenta1
programs, and inform the public. _

The discussion did not consider topics such as suyfficiency, representa-
tiveness, and data validity, and it assumed data to be efficiently accessible.
Since new statistical amalysis techniques are covered in preceding sections,
this section discusses only analysis by currently available techniques.

. Finally, the section did not attempt to standardize graphic. formats; it
merely provided guidance and criteria, and gave example displays of suitable
data presentations. Graphics must accurapely portray the data, help readers
understand the data, and help captivate interest. The guidance and criteria
in this section are not meant to stifle the innovation and creativity of
those preparing these artforms.

8.10 FUTURE ISSUES

Section 8 will be modified as new statistical techniques are used to
yield different parametric relationships and thus different graphics. Manda-
tory standardized analysis techniques may result in standardized computer
graphics programs. Questions to be addressed in the future are:

1. How stringent will USEPA be on data completeness and “representative--
ness®? Should we display quality assurance data? If so, should we
e:c1ude source-impacted monitoring sites, or restrict analysis to
NAMS? :

2.  How can special “success stories,"” nonattainment status, or other
_ policy/regulatory issues be displayed in environmental assessment
. documents? Should they be included?

3. Will population exposure analysis be used in future reports to-the
Administrator? Will population exposure software be easily used by
Regional 0ffices? :
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4. How frequently will the RNEP's be published? How do the profiles
_ relate to the report to the Administrator, to Congress, and to the
: National Air Quality and Emissions Trends Report? - Should the pro-
- file format change from year to year and perhaps cover selected
- =--——  yurban areas or regions in "off" years?

. 8.11 REFERENCES

1. Spear,'Mary E. ‘Practical Charting Techniques. McGraw-Hill, fnc., New
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9.0 CONTINUITY OF YEAR-TO-YEAR REPORTS

This section focuses on two major topics which can seriously affect the
continuity of data reported throughout time. First are changes in the opera-
tional definitions for measurements of pollutants and in the statistical in-
dicators or techniques. Second are shifts in the data base.-

The discussion assumes that detailed data, as opposed to summary values,
will continue to be available from NAMS. It also assumes that as data needs
change with time, published reports will reflect the new priorities rather
than maintain format merely for historical continuity.

9.1 METHOD CHANGES

Data analysts preparing air quality reports should continually check
for changes in measurement techniques. These changes may require the adjust-
ment of the raw data for past years to maintain consistency in the data base.

The data base should not prevent the adoption of a new statistical iadi-
cator (for example, a change from the median to the mean as an indicator of
the central tendency of a distribution). Availability of detailed data for
past years should make it possible to compute values of the new indicator for
data of the past. There should be no reason for presenting trend tables with
old indicator values for past years and new indicator values for the present
year. Similarly, introduction of a different statistical method should be
accompanied by.a presentation of its applicability to data of the past.

9.2 NAMS NETWORK CHANGES

The discussion above assumes that the number and location of monitors
providing data is held constant over the years for which the trend is studied.
However, the NAMS network will probably undergo many changes in years to come
as more is learned about the nature and effects of the various pollutants, as
funding levels change, and as source configurations are altered. If summari-
sation of data is carried out on the urban level (as recommended in Section 4
instead of by monitoring site, effects of changes in the network will be
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minimized. If an index of air quality is adopted, it is recommended that the
subset of NAMS used for index ‘determination remain unchanged over a relatively .
Tong period. L )

~ There are a number of ways in which changes in the NAMS network could oc-
cur; each would have a distinct effect on the continuity across years. In par-
ticular, there are three changes that could occur even if the subset of NAMS

used for index determination remains fixed.

R

1. The stations could be resited within an urban area,
2. The network in an urban area could be expanded, or
3.  The network in an urban area could be contracted.

Effects of these changeé can be minimized by the procedures given below.

A station should be resited only if there is hard evidence to justify it.
1f resiting occurs; data from both the old and new sites should be gathered con-
currently for one year to firmly establish the differences between the two sites
and to assist in correcting any misleading conclusions formed using data from
the old site. '

A change in location for a station used to report the maximum concentration
for an area should not affect the continuity of the data base; in fact, the maxi-.
mum monitoring site should be reviewed pericdically to assure a reasonable ap-
proximation of the maximum concentration associated with the urban area.

It is difficult to foresee plausible reasons for resiting those stations
located according to the criteria of high population density and poor air quali-
ty, unless there is a considerable change in air quality patterns over the urban
area. In this case, the resulting "discontinuity" of the data base would re-
flect a discontinuity in the measured phenomenon and should be noted.

1f the NAMS network in an urban area is expanded, past values of indices
and trend analyses can be adjusted by relating concurrent values from the old
network stations to those from the new combined network. -

If the NAMS network in an urban area is contracted, all indices and trend
computations for past years should be redone using only the data from the small-
er network. ' ' ' \
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APPENDIX K

SAMPLE OUTPUTS FROM AIRS GRAPHICS
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